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Abstract

This paper addresses the problem of single view 3D hu-
man reconstruction. Recent implicit function based meth-
ods have shown impressive results, but they fail to recover
fine face details in their reconstructions. This largely de-
grades user experience in applications like 3D telepresence.
In this paper, we focus on improving the quality of face
in the reconstruction and propose a novel Jointly-aligned
Implicit Face Function (JIFF) that combines the merits of
the implicit function based approach and model based ap-
proach. We employ a 3D morphable face model as our
shape prior and compute space-aligned 3D features that
capture detailed face geometry information. Such space-
aligned 3D features are combined with pixel-aligned 2D
features to jointly predict an implicit face function for high
quality face reconstruction. We further extend our pipeline
and introduce a coarse-to-fine architecture to predict high
quality texture for our detailed face model. Extensive evalu-
ations have been carried out on public datasets and our pro-
posed JIFF has demonstrates superior performance (both
quantitatively and qualitatively) over existing state-of-the-
arts.

1. Introduction

Under the current social distancing measures of the
COVID-19 pandemic, video conferencing has become the
major form of daily communication. With the increased
popularity of 3D hardware like AR goggles, 3D telepres-
ence [42] will soon likely emerge as the next generation
communication standard. High quality 3D human recon-
struction is at the core of this technology and is one of the
current hottest topics. Traditional reconstruction methods
depend on expensive capturing hardware and tedious cal-
ibration procedure to produce good looking models [15].
This limits their applications to studio settings with expert
users and greatly hinders the growth of AR/VR applica-
tions. It is highly desirable to develop easy-to-use tools that
allow easy creation of high quality 3D human models by

Figure 1. Reconstruction by PIFu [55] and our JIFF. Model recon-
structed by JIFF shows much better geometric details and texture
than that by PIFu.

home users using commodity RGB cameras.
With the advance in deep learning techniques, recent

3D human reconstruction methods have achieved impres-
sive results using as few as a single image [29, 55, 74].
These methods can be roughly divided into model based
methods [3, 4, 6, 7] and model-free methods [11, 12, 18,
26, 49, 55]. Model based methods typically fit a parametric
human model (e.g., SMPL [37]) to an image to produce a
naked 3D human model. They have difficulties in recover-
ing high-frequency details such as clothing and hair. Model-
free methods, on the other hand, solve this problem by pre-
dicting the occupancy of a discretized volume space. One
very representative model-free method is PIFu [55], which
exploits a Multi Layer Perceptron (MLP) to model an im-
plicit function for predicting the occupancy value of a query
point based on pixel-aligned features extracted from an im-
age. PIFu and its variants [34, 56] have achieved state-of-
the-art results in free-form full body human reconstruction.
However, their reconstructions are often lack of fine face
details (see Fig. 1). Considering the ultra-high-definition
rendering standards (i.e. 4K UHD and 8K UHD) that are
common nowadays, their face reconstruction quality is ob-
viously far from satisfactory and largely degrades user ex-
perience in AR/VR applications like 3D telepresence.

To achieve high quality human reconstruction with fine
face details, we propose a novel Jointly-aligned Implicit



Face Function (aka JIFF) that combines the merits of the
implicit function based approach and model based ap-
proach. Specifically, we employ the 3D morphable face
model (3DMM) [8] as our shape prior and compute space-
aligned 3D features to capture detailed face geometry and
texture information. There are also recent methods [25, 72]
using 3D priors to enhance the implicit function representa-
tion by introducing geometric constraints to regularize the
reconstruction. For example, [25] and [72] utilize coarse
3D volume features and SMPL body model, respectively,
to improve human body reconstruction. To the best of our
knowledge, JIFF is the first method focusing on recovering
high quality face details in both shape and texture.

JIFF exploits space-aligned 3D features extracted from
3DMM as well as pixel-aligned 2D features extracted from
image to jointly predict an implicit face function for high
quality face reconstruction. In summary, our method first
fits the 3DMM to the face in an image and employs two sep-
arate encoders to compute 3D shape and texture features, re-
spectively, from the resulting 3D model. Given a 3D query
point, we obtain its space-aligned 3D features with trilinear
interpolation. Such space-aligned 3D features are combined
with pixel-aligned 2D features for predicting the occupancy
value of the query point using a MLP. We further extend
our pipeline and introduce a coarse-to-fine architecture to
predict high quality texture for our detailed face model.

By taking advantages of both the implicit function based
approach and model based approach, our method can suc-
cessfully recover fine face details in both shape and texture
(see Fig. 1). Our key contributions are as follows:
• We propose JIFF, a novel implicit face function for high

quality single view 3D face reconstruction, which inte-
grates 3D face prior into the implicit function representa-
tion for high quality face shape reconstruction.

• We exploit per-vertex color information provided by the
3DMM and introduce a coarse-to-fine architecture for
high quality face texture prediction.

• We demonstrate how JIFF can naturally be extended to
produce full body human reconstruction by simply ap-
pending a “PIFu” head (implemented as a MLP) to its
convolutional image encoder.

• We carry out extensive experiments on public bench-
marks and demonstrate that JIFF outperforms current
state-of-the-arts by a large margin.

2. Related work

Single view human reconstruction Reconstructing 3D
human body from a single image is an important and chal-
lenging problem which has attracted a considerable amount
of attention. Methods have been developed to fit paramet-
ric human models such as SCAPE [23], SMPL [9], SMPL-
X [46] and STAR [43] to a single image. Human Mesh
Recovery (HMR) [33] proposes to regress SMPL parame-

ters from a single image. Labels like body part segmen-
tation [41], silhouette [47], and IUV map [64] have been
employed to provide intermediate supervisions for train-
ing SMPL prediction models. Although free-form defor-
mation [1, 2, 32, 63] may be applied to the models to par-
tially account for complex shape topology (e.g., clothing
and hair), these methods generally have difficulties in re-
constructing high quality clothed human models.

Model-free methods have been proposed to reconstruct
3D human with arbitrary topology. Voxel-based methods
reconstruct 3D human body using a volumetric represen-
tation with different intermediate supervisions (e.g., multi-
view images [22], 2D pose [59, 60, 73], and 3D pose [28]).
However, volumetric representation is memory intensive
and is hard to scale to high resolution. Recently, memory
efficient implicit function representations [11, 39, 49, 55,
56, 61] have achieved outstanding performance in 3D re-
construction. DeepSDF [44] predicts a signed distance field
for surface reconstruction. IF-Net [12] learns multi-scale
features for 3D mesh refinement or completion, and is later
extended for texture completion [13]. SiCloPe [39] recon-
structs a visual hull by predicting 3D pose and 2D silhou-
ettes. PIFu [55] introduces a pixel-aligned implicit func-
tion for human reconstruction from a single image. Variants
have been proposed for high-resolution reconstruction [56]
and real-time rendering [34]. PeeledHuman [30] proposes
to encode the human body as a set of peeled depth and RGB
maps to handle the self-occlusion problem. Although these
methods successfully reconstruct 3D human body geometry
and texture from a single image, they fail to deal with issues
like self-occlusion and detailed face reconstruction.

3D prior for implicit function representation Efforts
have been made to utilize 3D human body prior for im-
plicit model reconstruction. GeoPIFu [25] proposes to use
geometry-aligned feature from the predicted 3D feature vol-
ume to improve reconstruction quality. PaMIR [72] utilizes
SMPL as a 3D prior for implicit function learning. ARCH
and ARCH++ [26, 27] extract 3D spatially-aligned features
from a canonical SMPL mesh to reconstruct animatable hu-
man models. SHARP [31] proposes the peeled SMPL priors
for learning. DeepMultiCap [71] uses SMPL to tackle the
multi-person reconstruction problem. Although improved
results have been reported, the above mentioned methods
still cannot recover fine face details in their reconstructions.
High quality face reconstruction remains an open problem.

Human face/head reconstruction Parametric model
based methods often adopt 3D Morphable Model
(3DMM) [8, 19, 20, 24, 36, 57, 76] for face recon-
struction and head models (e.g., FLAME [35], DECA [21],
LYHM [16, 17], and UHM [50, 51]) for full-head recon-
struction. The models adopted by these methods, however,
often limit their expressiveness in handling arbitrary shapes.
i3DMM [65] combines 3DMM and implicit function to



Figure 2. PIFu cannot recover fine face details in its reconstruc-
tions. 3DMM with detailed geometry can be fitted to the image,
but it is a non-trivial task to merge the 3DMM mesh with the mesh
extracted from PIFu.

predict full-head meshes with fine details. H3D-Net [53]
optimizes the implicit function representation based on
a 3D head model learned from thousands of raw scans.
Different from these methods, we aim at high quality single
view full body human reconstruction with fine face details.

3. Preliminary
In the following subsections, we are going to give a brief

review on PIFu [55] and 3DMM [8, 19] which lay the foun-
dation for JIFF.

3.1. Pixel-aligned implicit function

Recently, implicit functions [58] have been widely
adopted for 3D reconstruction [38]. Denoting X ∈ R3

as a 3D point, a deep implicit function, modeled by a
MLP, defines a surface as the level set of the function, e.g.,
f(X) = 0.5. The pixel-aligned implicit function fv intro-
duced in [55] is written as

fv(B(ψ(I), π(X)), z(X)) 7→ [0, 1] ∈ R, (1)

where z(X) is the depth of X and B(ψ(I), π(X)) is the
pixel-aligned feature, with ψ(I) denotes the feature map ex-
tracted from the image I by a convolutional encoder [40],
π(X) the 2D projection of X on I , and B(·) a bilinear
interpolation operation. Despite its simplicity, PIFu has
achieved impressive results in full body human reconstruc-
tion. However, PIFu is incapable of recovering fine face
details in its reconstructions (see Fig. 2).

3.2. 3DMM as 3D face prior

A natural idea to improve PIFu is to enforce some
sort of 3D shape prior in learning the implicit function
representation. Efforts have been made to enhance the
pixel-aligned implicit function with 3D features like coarse
3D volume features [25] and voxelized SMPL mesh fea-
tures [26, 27, 72]. While improved overall reconstruction

results have been reported, these method still cannot recover
fine face details in their reconstructions. This is not unex-
pected as the shape priors adopted by these methods do not
actually focus on the face.

An ideal 3D face prior should provide both geometry and
texture information, and can be robustly estimated from an
image. Parametric face/head models like 3DMM [8] and
DECA [21] are potential good candidates as they provide
both 3D mesh and texture information to resolve depth am-
biguity and improve texture prediction. They can be de-
lineated with a small number of parameters, which can be
estimated effectively using existing methods (e.g. [19]). In
this work, we choose the widely used 3DMM as our 3D
face prior for its simplicity and efficacy. Note that other
parametric face models can also be adopted as JIFF does
not depend on a specific parametric model.

3DMM models a face as a linear combination of the Prin-
ciple Component Analysis (PCA) basis vectors. The shape
S and texture T of 3DMM are expressed as

S = S̄+Bidα+Bexpβ,

T = T̄+Btexδ,
(2)

where S̄ and T̄ denote the mean shape and texture respec-
tively, Bid, Bexp, and Btex are the PCA bases for face iden-
tity, expression, and texture respectively, and α, β, and δ
are the identity, expression, and texture coefficients respec-
tively. In our implementation, we employ S̄, T̄, Bid, and
Btex extracted from BFM [48], and Bexp built from Face-
Warehouse [10].

4. Jointly-aligned implicit face function

In this section, we introduce our novel Jointly-aligned
Implicit Face Function (JIFF). JIFF is designed with the
goal of incorporating 3D face prior in learning implicit
function for high quality single view clothed human recon-
struction. As already mentioned in the previous section,
we choose 3DMM as our 3D face prior for its simplic-
ity and efficacy. Given an input image, we can obtain the
3DMM parameters using [19]. However, merging the re-
sulting 3DMM mesh with the mesh extracted from PIFu is
a non-trivial problem, as they do not share the same geome-
try and topology (see Fig. 2). Instead of trying to merge the
two meshes naı̈vely in the 3D space, we propose to fuse the
information in the feature space, and use both space-aligned
3D features extracted from 3DMM and pixel-aligned 2D
features extracted from image to jointly estimate an implicit
face function (and hence the name Jointly-aligned Implicit
Face Function).

Given a 3DMM mesh S fitted to the input image, we
employ an encoder to generate a feature volume φ(S) from
the mesh (see Sec. 4.2 for details). JIFF can be formulated



Figure 3. Overview of the network architecture for our proposed Jointly-aligned Implicit Face Function (JIFF). JIFF takes a single image
as input to reconstruct the high quality 3D human model with fine face details. It seamlessly incorporates 3D face prior into the implicit
function representation for both shape and texture reconstruction. By appending two MLP heads, one after the pixel-aligned feature (in
parallel with the MLP in yellow) in the top branch and the other after the multi-scale pixel-aligned feature (in parallel with the MLP in
yellow) in the bottom branch, JIFF can be naturally extended to produce full body reconstruction. The dashed paths are unique for the face
region. The rest are shared for the full body reconstruction.

as

fg(τ(φ(S), X),B(ψ(I), π(X)), z(X)) 7→ [0, 1] ∈ R,
(3)

where τ(φ(S), X) is the space-aligned 3D feature for the
query point X obtained by trilinear interpolation τ . By em-
ploying both pixel-aligned 2D features and space-aligned
3D features, JIFF enjoys the benefits of both the implicit
function based approach and model based approach and is
capable of recovering fine face details in its reconstructions.

In the following subsections, we are going to give the de-
tails for each of the components in our JIFF learning frame-
work. We are also going to describe how JIFF can naturally
be extended for full body reconstruction by simply append-
ing a “PIFu” head (implemented as a MLP) to its convolu-
tional image encoder.

4.1. 3DMM prediction and alignment

Given an input image, we first detect the face re-
gion [68] and adopt the state-of-the-art 3DMM regres-
sion method [19] to predict the 3DMM parameters
(α,β, δ,γ,p) ∈ R257, where α ∈ R80, β ∈ R64, δ ∈ R80,
γ ∈ R27, and p ∈ R6 represent face identity, expression,
texture, illumination, and pose respectively. We can then
obtain the 3DMM mesh and texture using Eq. (2), and ap-
ply the pose parameters to transform the mesh into the cam-
era coordinate system. Next, we scale the 3DMM mesh to

match the original size of the face in the input image1, and
further align the mesh with the back-projected face land-
marks. At training time, we carry out the Iterative Closest
Point (ICP) [5] algorithm to align the 3DMM mesh with the
ground-truth mesh instead. This step is important in com-
puting reliable space-aligned 3D features for training and
testing. Details for the alignment processes (both for train-
ing and testing) can be found in the supplementary material.

4.2. Point-based 3D face feature encoding

To extract expressive features from the 3DMM mesh, we
need to have a proper feature encoder. Inspired by [49],
which predicts occupancy from point clouds, we adopt
PointNet++ [52] to extract hierarchical 3D point features
for each vertex in the 3DMM mesh. These 3D point fea-
tures are then projected into a 3D feature volume using av-
erage pooling. This feature volume is further processed by
3D U-Net [14] to aggregate local and global information. In
our implementation, the spatial dimension of our 3D feature
volume is set to 64× 64× 64, and the features extracted by
3D U-Net have a dimension of 128. Instead of using a single
feature encoder consisting of PointNet++ and 3D U-Net, we
propose to employ two separate encoders in our framework:
one focusing on shape prediction by taking the plain 3DMM
mesh as input, and the other focusing on texture prediction

1Scaled and cropped face images are used in the 3DMM regression.



by taking the textured 3DMM mesh as input (see Fig. 3).
The 3D features extracted by the geometry and texture en-
coders are denoted as φg(S) and φt(S) respectively. With-
out any color information, φg(S) is forced to learn features
that depend only on geometry, whereas the additional color
information helps learn better texture in φt(S).

4.3. Occupancy prediction

Referring to Eq. (3), JIFF takes both space-aligned 3D
geometry features τ(φg(S), X) and pixel-aligned 2D fea-
tures B(ψg(I), π(X)) to predict the occupancy value of a
query point X. Following [55], we adopt stack-hourglass
encoder [40] for image feature extraction. The image en-
coder ψg takes image I ∈ R512×512×3 as input, with back-
ground masked out by the segmentation mask and produces
a feature map ψg(I) ∈ R128×128×256. The pixel-aligned
2D feature for X is then obtained via bilinear interpolation
on ψg(I). Similarly, the space-aligned 3D geometry feature
for X is obtained via trilinear interpolation on φg(S).

Inspired by Geo-PIFu [25], instead of directly concate-
nating the pixel-aligned 2D feature and space-aligned 3D
geometry feature, we first apply two separate MLPs to
transform these features independently. The transformed
features are then concatenated and fed into an MLP for oc-
cupancy prediction (see Fig. 3). We train our shape pre-
diction network by minimizing the mean squared error be-
tween the predicted and ground-truth occupancy values of
the query points. The ground-truth occupancy value is 1 if
X is inside the surface, and 0 otherwise.

4.4. Face texture prediction

Apart from recovering geometric details for face recon-
struction, JIFF is also capable of improving face texture pre-
diction. Similar to shape prediction, the deep implicit func-
tion for face texture prediction can be formulated as

f t(τ(φt(S), X),B(ψt(I), π(X)), z(X)) ∈ R3, (4)

where τ(φt(S), X) is the space-aligned 3D texture fea-
ture and B(ψt(I), π(X)) is the pixel-aligned 2D feature.
The space-aligned 3D texture feature extracted by the tex-
ture feature encoder φt(S) embeds space-aware texture in-
formation from the textured 3DMM, which is particularly
helpful for face texture prediction. Note that none of the
existing methods (e.g. PAMIR [72]) that employ paramet-
ric models to improve human reconstruction consider such
space-aware texture information due to the absence of tex-
ture information in their parametric models.
Coarse-to-fine texture prediction Thanks to the space-
aligned 3D features extracted from the textured 3DMM
mesh, JIFF can produce better face texture than PIFu. To
further improve the quality of the predicted texture, we, in-
spired by H3D-Net [53], introduce a coarse-to-fine archi-

tecture for texture prediction that exploits pixel-aligned fea-
tures extracted from a higher resolution image (see Fig. 3).
Our proposed architecture is composed of a coarse branch
and a fine branch. The coarse branch is identical to Tex-
PIFu [55] which takes the concatenation of the pixel-aligned
feature from the shape prediction network and pixel-aligned
feature from the texture prediction network as input to a
MLP to predict coarse texture. The fine branch takes an up-
sampled image of size 1024×1024×3 as input to the image
encoder to produce a feature map of size 512×512×256 (4
times the width and height of the feature map in the coarse
branch). Pixel-aligned feature computed from this fine fea-
ture map is concatenated with the output from the penul-
timate layer (denoted as Ω in Fig. 3) of the MLP in the
coarse branch to form a multi-scale pixel-aligned feature.
Similar to the shape prediction network, this multi-scale
pixel-aligned feature and the space-aligned texture feature
are transformed independently by two separate MLPs be-
fore they are being concatenated and fed to the final MLP
for fine texture prediction.

We first train the coarse branch, and then train the fine
branch with the parameters of coarse branch being frozen.
L1 loss is used to train both the coarse and fine branches.
At training time, we randomly perturb X with an offset ϵ ∈
N (0, d) along its unit surface normalN , i.e.X

′
= X+ϵ·N ,

for point sampling [55]. This strategy allows the color of a
surface point to be defined in a 3D space around its exact
location which can stabilize the training process.

4.5. Full body reconstruction

Up till now, our discussion has been focused on face re-
construction. JIFF can actually be naturally extended for
full body reconstruction by simply appending a “PIFu” head
(implemented as a MLP) to its convolutional image encoder
in the shape prediction network. Given a query point X ,
we apply JIFF to predict its occupancy value if it is pro-
jected to the face region in the input image, otherwise we
predict its occupancy value using the “PIFu” head. Adopt-
ing other PIFu variants for improved reconstruction is also
trivial. Similarly, to predict the texture for a non-face query
point, we append a “non-face texture” head (also imple-
mented as a MLP) to the texture prediction network which
takes the multi-scale pixel-aligned feature as input to pre-
dict the texture color. Though without the space-aligned 3D
features, our coarse-to-fine design can also notably improve
the texture prediction for non-face regions.

5. Experiments
In this section, we evaluate our proposed JIFF on public

datasets and compare it with other state-of-the-art methods.
Implementation details We apply the stack-hourglass im-
age encoder [40] to extract image feature for shape pre-
diction. Following the design of Peng et al. [49], our 3D



Table 1. Quantitative comparison on head/face and full body reconstructions. Results are measured in cm (the lower the better).
Head/Face region Body-only region

THuman2.0 BUFF THuman2.0 BUFF

Method Face L2 distance↓ Head P2S↓ Head Chamfer↓ Face L2 distance↓ Head P2S↓ Head Chamfer↓ P2S↓ Chamfer↓ P2S↓ Chamfer↓
PIFu [55] 0.427 0.761 0.756 0.462 0.863 0.897 1.747 1.768 1.883 1.971
PIFuHD [56] 0.650 0.855 0.907 0.711 0.975 1.048 1.459 1.526 1.690 1.774
PaMIR [72] 0.403 0.693 0.714 0.447 0.805 0.819 1.607 1.617 1.751 1.804
Ours 0.141 0.291 0.308 0.190 0.389 0.412 1.685 1.706 1.811 1.893

point feature encoders are composed of a PointNet++ and
a 3D-UNet, and they produce 3D feature volume of size
64 × 64 × 64 × 128. We employ MTCNN [68] to detect
and crop the face region from the input image, and adopt
the model proposed by Deng et al. [19] with a ResNet50
backbone for 3DMM parameter prediction. We implement
the ResNet module from CycleGAN generator [75] as the
image feature encoder for texture prediction. We first train
the shape prediction network for 9 epochs with a learning
rate of 0.0001, which is frozen afterwards. We then train
the coarse and fine branches of the texture prediction net-
work sequentially for 6 epochs each with a learning rate of
0.001. Note that we freeze the coarse branch while train-
ing the fine branch. The batch size is set to 3 to train both
branches. We train our networks with the RMSprop [54]
optimizer. During training, we sample 5, 700 points in the
3D space as the query points for each input image, where
5, 000 points are sampled in the full body region and 700
points are sampled uniformly in the face region. To sam-
ple the 5, 000 query points in the body region, we follow
Saito et al. [55] to uniformly sample 15/16 of the points on
the mesh surface followed by a Gaussian perturbation along
the surface normal direction, and uniformly sample the re-
maining 1/16 of the points within the bounding box of the
mesh. This strategy is helpful to eliminate isolated outliers
in the reconstruction. We implement our method using Py-
Torch [45] and carry out our experiments on three NVIDIA
2080Ti GPUs. Our code will be made publicly available.
Datasets Many recent methods use RenderPeople2 and
AXYZ datasets3 to train their models. However, these
two datasets are commercial data and not publicly avail-
able. Instead, we use the public THUman2.0 dataset [66] as
our main testbed, which contains high-quality human scans
with different clothes and poses, captured by a dense DSLR
rig. 3D mesh and the corresponding texture map are pro-
vided for each subject. We randomly split the data into 465
subjects for training and 61 subjects for testing. For each
subject, we follow Saito et al. [55] to render 360◦ images
by rotating the camera around the mesh and varying the il-
lumination. As our main focus is to improve face details in
the reconstruction, we omit images in which no human face
can be detected. In addition, we use BUFF dataset [67],

2https://renderpeople.com
3https://secure.axyz-design.com

which contains 5 subjects, as an additional testing dataset
to evaluate our method. Besides, we evaluate JIFF on 2 free
models from RenderPeople.

5.1. Comparison with state-of-the-arts

We compare our method with recent state-of-the-art
methods, including PIFu [55], PIFuHD [56], PaMIR [72],
ARCH [27], and ARCH++ [26]. For a fair comparison, we
retrain PIFu, PIFuHD, and PaMIR on the THUman2.0, as
they are originally trained on either non-public commercial
data or a different version of THUman data. As the codes
for ARCH and ARCH++ are not publicly available, their
authors help to provide the evaluation results on our data
upon our request.
Quantitative comparison We quantitatively evaluate
on the test split of THUman2.0 dataset and the BUFF
dataset [67]. As our main focus is to recover faces with
fine details, we first compare our method with others on the
head region. The results are shown in Table 1. We measure
both Point-to-Surface distance (P2S) and Chamfer mean
distance in the head region and L2 face mean distance [53]
in the face region by back-projecting 2D image points to
3D face surface. It can be observed that our method sig-
nificantly outperforms all the others on both datasets, con-
firming that our method is capable of recovering fine face
details. We locate the head region by applying an off-the-
shelf human parsing method [70]. It is interesting to note
that PIFuHD performs the worst for the head/face region
among the methods under comparison. We further show
body-only reconstruction results in Table 1 and report the
P2S and Chamfer distances. We can observe that our JIFF
slightly improves the body-part quality from PIFu, although
there is no 3DMM-like extra information adopted for train-
ing the body. We think the improvement originates from the
fact that JIFF is jointly trained on face and body. The shared
network backbone is updated by gradients from both head
and body branches and the improved head branch also affect
the body branch in a positive way, resulting in a stronger
backbone for both head and body reconstruction.
Qualitative comparison We qualitatively compare our
method with the state-of-the-arts in Fig. 4 for both face
shape and texture (the corresponding full body reconstruc-
tions can be found in the supplementary material). Our
method can faithfully recover fine face details in terms of



Figure 4. Qualitative comparison with other state-of-the-arts. Here we focus on comparing the face geometry and texture. Please refer to
the supplementary material for full body reconstruction results.

Figure 5. Error map of the face region based on P2S distance.
Our proposed method achieves much better results compared with
other state-of-the-arts.

Figure 6. Reconstruction results for two RenderPeople subjects.
JIFF is able to reconstruct the face details that others struggle.

both shape and texture. We successfully reconstruct the ge-
ometry of the nose, mouth, and eyes. The overall shape of
our reconstruction is also closest to the ground truth. Other

Table 2. Effectiveness of our 2D-3D feature fusion. (⊕ denotes
the concatenation operator.)

Face L2 distance ↓ Head P2S ↓ Head Chamfer ↓
(a) 2D only 0.427 0.761 0.756
(b) 3D only 0.279 0.485 0.492
(c) 2D ⊕ 3D 0.171 0.310 0.332
(d) MLP(2D) ⊕ MLP(3D) 0.141 0.291 0.308

methods struggle in these aspects. We show the error map
in Fig. 5 which demonstrates that our method outperforms
others for the majority part of the face region. We also eval-
uate our method on two free models from RenderPeople
in Fig. 6. Again, our method is capable of recovering fine
face details, which is consistent with the ground truth.

5.2. Ablation study

2D-3D feature fusion We validate the effectiveness of the
fusion of pixel-aligned 2D feature with space-aligned 3D
feature in our framework by comparing the following vari-
ants: (a) using pixel-aligned 2D feature alone; (b) using
space-aligned 3D feature alone; (c) simply concatenating
the 2D and 3D features; and (d) applying transformation by
additional MLPs before concatenation (i.e. implementation
of JIFF). The intuition of applying the additional MLPs be-
fore concatenation is to learn a proper embedding space for
the two different types of features to fuse better. The re-
sults are reported in Table 2. It can be observed that JIFF
significantly outperforms the other variants.
Dual 3D feature encoders In our framework, we intro-
duce two separate 3D feature encoders focusing on improv-
ing the shape and texture details respectively. They share



Figure 7. Reconstruction results for different 3D feature encoder
designs. From left to right: (a) Single encoder with plain 3DMM.
(b) Single encoder with textured 3DMM. (c) Dual encoders with
plain 3DMM and textured 3DMM.

Figure 8. Ablation study on different architectures for texture pre-
diction. From left to right: (a) coarse resolution only (original
PIFu); (b) fine resolution only; (c) fine resolution w/ 3D face prior;
(d) coarse-to-fine w/ 3D face prior (ours).

the same architecture but take different 3DMM meshes
as input, namely the plain 3DMM mesh and the textured
3DMM mesh. To validate the effectiveness of our design,
we compare the following variants: (a) a single 3D feature
encoder taking the plain 3DMM mesh as input; (b) a single
3D feature encoder taking the textured 3DMM mesh as in-
put; and (c) dual 3D feature encoders taking the plain and
textured 3DMM meshes as input respectively (i.e. the im-
plementation of JIFF). We report SSIM [62], LPIPS [69],
and L1 error in Table 3. SSIM and LPIPS are measured by
reprojecting the reconstructed 3D model onto the image and
compare the performance of the face region. We employ the
same method as in [70] again to parsing the 3D reconstruc-
tion and obtain the head region followed by calculating the
normalized L1 vertex color error. Figure 7 shows some
qualitative results for the three variants. It can be observed
that our dual encoder design achieves the best performance
for both shape and texture reconstructions. The first two

Table 3. Effectiveness of dual 3D feature encoders.
Face SSIM ↑ Face LPIPS ↓ Head L1 error ↓

(a) single encoder + plain 3DMM 0.7563 0.1143 0.1137
(b) single encoder + textured 3DMM 0.7589 0.1122 0.1090
(c) dual encoders + plain/textured 3DMM 0.7649 0.1107 0.1051

Table 4. Effectiveness of our coarse-to-fine architecture for texture
prediction.

Face SSIM ↑ Face LPIPS ↓ Head L1 error ↓
(a) Coarse 0.7126 0.1281 0.1346
(b) Fine 0.7264 0.1254 0.1285
(c) Fine w/ 3D 0.7580 0.1126 0.1097
(d) Coarse-to-Fine w/ 3D 0.7649 0.1107 0.1051

variants would result in blurry face texture or poor back-
side texture. Moreover, our dual encoder successfully help
improve the texture of the backside of the head.
Coarse-to-fine texture prediction In Table 4 and Fig. 8,
we compare our coarse-to-fine architecture for texture pre-
diction in our framework with the following variants: (a)
coarse resolution only; (b) fine resolution only; (c) fine res-
olution jointly with 3D face prior; and (d) coarse-to-fine
setting jointly with 3D face prior. From both qualitative
and quantitative results, fine resolution and 3D face prior
could indeed help gain high-resolution texture, and face tex-
ture details respectively. Also, it can be observed that our
coarse-to-fine architecture can notably improve the texture
prediction over its single resolution counterparts.

6. Conclusion
We have presented JIFF, a novel Jointly-aligned Implicit

Face Function for high quality single view 3D human recon-
struction, by incorporating the 3D face prior, in the form of
3DMM, into the implicit representation. We further intro-
duced a coarse-to-fine architecture for high quality face tex-
ture reconstruction. By simply appending two MLPs, one
for shape and the other for texture, to JIFF, we successfully
extended it to produce full body human reconstruction. We
thoroughly evaluated JIFF on public benchmarks, establish-
ing the new state-of-the-art for face details reconstruction.
As JIFF is simple and effective, we believe it can be eas-
ily coupled with other human reconstruction approaches to
improve their reconstruction quality for faces.

Though JIFF achieves better performance than existing
methods, subtle face details like eyelids still cannot be ac-
curately reconstructed. One future research direction there-
fore is improving the quality for subtle details, as well as
extending the idea to other body parts, e.g., hands and feet.
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[14] Özgün Çiçek, Ahmed Abdulkadir, Soeren S Lienkamp,
Thomas Brox, and Olaf Ronneberger. 3d u-net: learning
dense volumetric segmentation from sparse annotation. In

International conference on medical image computing and
computer-assisted intervention, pages 424–432. Springer,
2016. 4

[15] Alvaro Collet, Ming Chuang, Pat Sweeney, Don Gillett, Den-
nis Evseev, David Calabrese, Hugues Hoppe, Adam G. Kirk,
and Steve Sullivan. High-quality streamable free-viewpoint
video. ACM Transactions on Graphics, 34:1 – 13, 2015. 1

[16] Hang Dai, Nick Pears, William Smith, and Christian Dun-
can. A 3d morphable model of craniofacial shape and texture
variation. In IEEE International Conference on Computer
Vision, pages 3104–3112, 2017. 2

[17] Hang Dai, Nick E. Pears, William Smith, and Christian Dun-
can. Statistical modeling of craniofacial shape and tex-
ture. International Journal of Computer Vision, 128:547–
571, 2019. 2

[18] Boyang Deng, John P Lewis, Timothy Jeruzalski, Gerard
Pons-Moll, Geoffrey Hinton, Mohammad Norouzi, and An-
drea Tagliasacchi. Nasa neural articulated shape approxima-
tion. In European Conference on Computer Vision, pages
612–628. Springer, 2020. 1

[19] Yu Deng, Jiaolong Yang, Sicheng Xu, Dong Chen, Yunde
Jia, and Xin Tong. Accurate 3d face reconstruction with
weakly-supervised learning: From single image to image set.
In IEEE Conference on Computer Vision and Pattern Recog-
nition, 2019. 2, 3, 4, 6

[20] Bernhard Egger, William AP Smith, Ayush Tewari, Stefanie
Wuhrer, Michael Zollhoefer, Thabo Beeler, Florian Bernard,
Timo Bolkart, Adam Kortylewski, Sami Romdhani, et al.
3d morphable face models—past, present, and future. ACM
Transactions on Graphics, 39(5):1–38, 2020. 2

[21] Yao Feng, Haiwen Feng, Michael J. Black, and Timo
Bolkart. Learning an animatable detailed 3D face model
from in-the-wild images. 2021. 2, 3

[22] Andrew Gilbert, Marco Volino, John Collomosse, and
Adrian Hilton. Volumetric performance capture from min-
imal camera viewpoints. In European Conference on Com-
puter Vision, pages 566–581, 2018. 2

[23] Peng Guan, Alexander Weiss, Alexandru O Balan, and
Michael J Black. Estimating human shape and pose from
a single image. In IEEE International Conference on Com-
puter Vision, pages 1381–1388. IEEE, 2009. 2

[24] Jianzhu Guo, Xiangyu Zhu, Yang Yang, Fan Yang, Zhen Lei,
and Stan Z Li. Towards fast, accurate and stable 3d dense
face alignment. In European Conference on Computer Vi-
sion, 2020. 2

[25] Tong He, John Collomosse, Hailin Jin, and Stefano Soatto.
Geo-pifu: Geometry and pixel aligned implicit functions for
single-view human reconstruction. In Conference on Neural
Information Processing Systems, 2020. 2, 3, 5

[26] Tong He, Yuanlu Xu, Shunsuke Saito, Stefano Soatto, and
Tony Tung. Arch++: Animation-ready clothed human re-
construction revisited. In IEEE International Conference on
Computer Vision, pages 11046–11056, 2021. 1, 2, 3, 6

[27] Zeng Huang, Yuanlu Xu, Christoph Lassner, Hao Li, and
Tony Tung. Arch: Animatable reconstruction of clothed hu-
mans. In IEEE Conference on Computer Vision and Pattern
Recognition, June 2020. 2, 3, 6

[28] Aaron S Jackson, Chris Manafas, and Georgios Tzimiropou-
los. 3d human body reconstruction from a single image via



volumetric regression. In European Conference on Com-
puter Vision Workshops, pages 0–0, 2018. 2

[29] Boyi Jiang, Juyong Zhang, Yang Hong, Jinhao Luo, Ligang
Liu, and Hujun Bao. Bcnet: Learning body and cloth shape
from a single image. In European Conference on Computer
Vision, pages 18–35. Springer, 2020. 1

[30] Sai Sagar Jinka, Rohan Chacko, Avinash Sharma, and PJ
Narayanan. Peeledhuman: Robust shape representation for
textured 3d human body reconstruction. In International
Conference on 3D Vision, pages 879–888. IEEE, 2020. 2

[31] Sai Sagar Jinka, Rohan Chacko, Astitva Srivastava, Avinash
Sharma, and PJ Narayanan. Sharp: Shape-aware re-
construction of people in loose clothing. arXiv preprint
arXiv:2106.04778, 2021. 2

[32] Hanbyul Joo, Tomas Simon, and Yaser Sheikh. Total cap-
ture: A 3d deformation model for tracking faces, hands, and
bodies. In IEEE conference on computer vision and pattern
recognition, pages 8320–8329, 2018. 2

[33] Angjoo Kanazawa, Michael J Black, David W Jacobs, and
Jitendra Malik. End-to-end recovery of human shape and
pose. In IEEE Conference on Computer Vision and Pattern
Recognition, pages 7122–7131, 2018. 2

[34] Ruilong Li, Yuliang Xiu, Shunsuke Saito, Zeng Huang, Kyle
Olszewski, and Hao Li. Monocular real-time volumetric per-
formance capture. In European Conference on Computer Vi-
sion, pages 49–67. Springer, 2020. 1, 2

[35] Tianye Li, Timo Bolkart, Michael. J. Black, Hao Li, and
Javier Romero. Learning a model of facial shape and ex-
pression from 4D scans. ACM Transactions on Graphics,
(Proc. SIGGRAPH Asia), 36(6), 2017. 2

[36] Jiangke Lin, Yi Yuan, Tianjia Shao, and Kun Zhou. Towards
high-fidelity 3d face reconstruction from in-the-wild images
using graph convolutional networks. In IEEE Conference on
Computer Vision and Pattern Recognition, 2020. 2

[37] Matthew Loper, Naureen Mahmood, Javier Romero, Ger-
ard Pons-Moll, and Michael J. Black. SMPL: A skinned
multi-person linear model. ACM Trans. Graphics (Proc.
SIGGRAPH Asia), 34(6):248:1–248:16, Oct. 2015. 1

[38] Lars Mescheder, Michael Oechsle, Michael Niemeyer, Se-
bastian Nowozin, and Andreas Geiger. Occupancy networks:
Learning 3d reconstruction in function space. In IEEE Con-
ference on Computer Vision and Pattern Recognition, pages
4460–4470, 2019. 3

[39] Ryota Natsume, Shunsuke Saito, Zeng Huang, Weikai Chen,
Chongyang Ma, Hao Li, and Shigeo Morishima. Sic-
lope: Silhouette-based clothed people. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 4480–
4490, 2019. 2

[40] Alejandro Newell, Kaiyu Yang, and Jia Deng. Stacked hour-
glass networks for human pose estimation. In European con-
ference on computer vision, pages 483–499. Springer, 2016.
3, 5

[41] Mohamed Omran, Christoph Lassner, Gerard Pons-Moll, Pe-
ter Gehler, and Bernt Schiele. Neural body fitting: Unifying
deep learning and model based human pose and shape es-
timation. In International Conference on 3D Vision, pages
484–494. IEEE, 2018. 2

[42] Sergio Orts-Escolano, Christoph Rhemann, Sean Fanello,
Wayne Chang, Adarsh Kowdle, Yury Degtyarev, David Kim,

Philip L Davidson, Sameh Khamis, Mingsong Dou, et al.
Holoportation: Virtual 3d teleportation in real-time. In 29th
annual symposium on user interface software and technol-
ogy, pages 741–754, 2016. 1

[43] Ahmed AA Osman, Timo Bolkart, and Michael J Black.
Star: Sparse trained articulated human body regressor. In
European Conference on Computer Vision, pages 598–613.
Springer, 2020. 2

[44] Jeong Joon Park, Peter Florence, Julian Straub, Richard
Newcombe, and Steven Lovegrove. Deepsdf: Learning con-
tinuous signed distance functions for shape representation.
In IEEE Conference on Computer Vision and Pattern Recog-
nition, pages 165–174, 2019. 2

[45] Adam Paszke, Sam Gross, Soumith Chintala, and Gregory
Chanan. PyTorch: Tensors and dynamic neural networks in
Python with strong GPU acceleration, 2017. 6

[46] Georgios Pavlakos, Vasileios Choutas, Nima Ghorbani,
Timo Bolkart, Ahmed AA Osman, Dimitrios Tzionas, and
Michael J Black. Expressive body capture: 3d hands, face,
and body from a single image. In IEEE Conference on Com-
puter Vision and Pattern Recognition, pages 10975–10985,
2019. 2

[47] Georgios Pavlakos, Luyang Zhu, Xiaowei Zhou, and Kostas
Daniilidis. Learning to estimate 3d human pose and shape
from a single color image. In IEEE Conference on Computer
Vision and Pattern Recognition, pages 459–468, 2018. 2

[48] Pascal Paysan, Reinhard Knothe, Brian Amberg, Sami
Romdhani, and Thomas Vetter. A 3d face model for pose
and illumination invariant face recognition. In IEEE inter-
national conference on advanced video and signal based
surveillance, pages 296–301. Ieee, 2009. 3

[49] Songyou Peng, Michael Niemeyer, Lars Mescheder, Marc
Pollefeys, and Andreas Geiger. Convolutional occupancy
networks. In European Conference on Computer Vision,
pages 523–540, 2020. 1, 2, 4, 5

[50] Stylianos Ploumpis, Evangelos Ververas, Eimear O’Sullivan,
Stylianos Moschoglou, Haoyang Wang, Nick Pears, William
Smith, Baris Gecer, and Stefanos P Zafeiriou. Towards a
complete 3d morphable model of the human head. IEEE
Transactions on Pattern Analysis and Machine Intelligence,
2020. 2

[51] Stylianos Ploumpis, Haoyang Wang, Nick Pears,
William AP Smith, and Stefanos Zafeiriou. Combin-
ing 3d morphable models: A large scale face-and-head
model. In IEEE Conference on Computer Vision and Pattern
Recognition, pages 10934–10943, 2019. 2

[52] Charles R Qi, Li Yi, Hao Su, and Leonidas J Guibas. Point-
net++: Deep hierarchical feature learning on point sets in a
metric space. arXiv preprint arXiv:1706.02413, 2017. 4

[53] Eduard Ramon, Gil Triginer, Janna Escur, Albert Pumarola,
Jaime Garcia, Xavier Giro-i Nieto, and Francesc Moreno-
Noguer. H3d-net: Few-shot high-fidelity 3d head reconstruc-
tion. In IEEE International Conference on Computer Vision,
pages 5620–5629, 2021. 3, 5, 6

[54] Sebastian Ruder. An overview of gradient descent optimiza-
tion algorithms. arXiv preprint arXiv:1609.04747, 2016. 6

[55] Shunsuke Saito, Zeng Huang, Ryota Natsume, Shigeo Mor-
ishima, Angjoo Kanazawa, and Hao Li. Pifu: Pixel-aligned
implicit function for high-resolution clothed human digitiza-



tion. In IEEE International Conference on Computer Vision,
October 2019. 1, 2, 3, 5, 6

[56] Shunsuke Saito, Tomas Simon, Jason Saragih, and Hanbyul
Joo. Pifuhd: Multi-level pixel-aligned implicit function for
high-resolution 3d human digitization. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 84–93,
2020. 1, 2, 6

[57] Evangelos Sariyanidi, Casey J Zampella, Robert T Schultz,
and Birkan Tunc. Inequality-constrained and robust 3d face
model fitting. In European Conference on Computer Vision,
2020. 2

[58] Stan Sclaroff and Alex Pentland. Generalized implicit func-
tions for computer graphics. ACM Siggraph Computer
Graphics, 25(4):247–250, 1991. 3

[59] Matthew Trumble, Andrew Gilbert, Adrian Hilton, and John
Collomosse. Deep autoencoder for combined human pose
estimation and body model upscaling. In European Confer-
ence on Computer Vision, September 2018. 2

[60] Gul Varol, Duygu Ceylan, Bryan Russell, Jimei Yang, Ersin
Yumer, Ivan Laptev, and Cordelia Schmid. Bodynet: Vol-
umetric inference of 3d human body shapes. In European
Conference on Computer Vision, pages 20–36, 2018. 2

[61] Tiancai Wang, Tong Yang, Martin Danelljan, Fahad Shahbaz
Khan, Xiangyu Zhang, and Jian Sun. Learning human-object
interaction detection using interaction points. In IEEE Con-
ference on Computer Vision and Pattern Recognition, 2020.
2

[62] Zhou Wang, Alan C Bovik, Hamid R Sheikh, and Eero P Si-
moncelli. Image quality assessment: from error visibility to
structural similarity. IEEE Transactions on Image Process-
ing, 13(4):600–612, 2004. 8

[63] Donglai Xiang, Hanbyul Joo, and Yaser Sheikh. Monocular
total capture: Posing face, body, and hands in the wild. In
IEEE Conference on Computer Vision and Pattern Recogni-
tion, pages 10965–10974, 2019. 2

[64] Yuanlu Xu, Song-Chun Zhu, and Tony Tung. Denserac:
Joint 3d pose and shape estimation by dense render-and-
compare. In IEEE International Conference on Computer
Vision, pages 7760–7770, 2019. 2

[65] Tarun Yenamandra, Ayush Tewari, Florian Bernard, Hans-
Peter Seidel, Mohamed Elgharib, Daniel Cremers, and
Christian Theobalt. i3dmm: Deep implicit 3d morphable
model of human heads. In IEEE Conference on Computer
Vision and Pattern Recognition, pages 12803–12813, 2021.
2

[66] Tao Yu, Zerong Zheng, Kaiwen Guo, Pengpeng Liu, Qiong-
hai Dai, and Yebin Liu. Function4d: Real-time human vol-
umetric capture from very sparse consumer rgbd sensors. In
IEEE Conference on Computer Vision and Pattern Recogni-
tion, June 2021. 6

[67] Chao Zhang, Sergi Pujades, Michael J. Black, and Gerard
Pons-Moll. Detailed, accurate, human shape estimation from
clothed 3d scan sequences. In IEEE Conference on Com-
puter Vision and Pattern Recognition, July 2017. 6

[68] Kaipeng Zhang, Zhanpeng Zhang, Zhifeng Li, and Yu Qiao.
Joint face detection and alignment using multitask cascaded
convolutional networks. IEEE Signal Processing Letters,
23(10):1499–1503, 2016. 4, 6

[69] Richard Zhang, Phillip Isola, Alexei A Efros, Eli Shecht-

man, and Oliver Wang. The unreasonable effectiveness of
deep features as a perceptual metric. In IEEE Conference on
Computer Vision and Pattern Recognition, 2018. 8

[70] Fang Zhao, Shengcai Liao, Kaihao Zhang, and Ling Shao.
Human parsing based texture transfer from single image to
3d human via cross-view consistency. In Advances in Neural
Information Processing Systems, 2020. 6, 8

[71] Yang Zheng, Ruizhi Shao, Yuxiang Zhang, Tao Yu, Zerong
Zheng, Qionghai Dai, and Yebin Liu. Deepmulticap: Perfor-
mance capture of multiple characters using sparse multiview
cameras. arXiv preprint arXiv:2105.00261, 2021. 2

[72] Zerong Zheng, Tao Yu, Yebin Liu, and Qionghai Dai.
Pamir: Parametric model-conditioned implicit representa-
tion for image-based human reconstruction. IEEE Transac-
tions on Pattern Analysis and Machine Intelligence, 2021. 2,
3, 5, 6

[73] Zerong Zheng, Tao Yu, Yixuan Wei, Qionghai Dai, and
Yebin Liu. Deephuman: 3d human reconstruction from a
single image. In IEEE International Conference on Com-
puter Vision, October 2019. 2

[74] Hao Zhu, Xinxin Zuo, Sen Wang, Xun Cao, and Ruigang
Yang. Detailed human shape estimation from a single im-
age by hierarchical mesh deformation. In IEEE Conference
on Computer Vision and Pattern Recognition, pages 4491–
4500, 2019. 1

[75] Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A
Efros. Unpaired image-to-image translation using cycle-
consistent adversarial networks. In IEEE International Con-
ference on Computer Vision, pages 2223–2232, 2017. 6

[76] Xiangyu Zhu, Xiaoming Liu, Zhen Lei, and Stan Z Li. Face
alignment in full pose range: A 3d total solution. IEEE trans-
actions on pattern analysis and machine intelligence, 2017.
2


