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1. Comparison of Precision-recall Curves on MSRA-B, ECSSD and SOD Datasets
We compare the proposed MSRNet with 8 other state-of-the-art salient region detection methods, including GC [2],

DRFI [3], LEGS [7], MC [9], MDF [4], DCL+ [5], DHSNet [6] and RFCN [8]. The last six are the latest deep learning
based methods. We use the original implementations provided by the authors in this comparison. A comparison of PR curves
on MSRA-B, ECSSD and SOD datasets is shown in Fig. 1. As shown in Fig. 1, our proposed MSRNet consistently has the
highest PR curve on MSRA-B, ECSSD and SOD datasets.

2. Comparison of Average Precision, Recall and F-measure
We also report performance comparisons in average precision, recall and F-measure using an adaptive threshold among 9

salient region detection methods on 6 datasets. The adaptive threshold is set to twice the mean saliency value of each saliency
map as suggested in [1]. As shown in Fig. 2, our proposed MSRNet achieves the best performance in average F-measure on
all datasets.

3. Visual Comparison of Saliency Maps from State-of-the-art Methods
Figs. 3 and 4 show more visual comparisons of salient region detection results generated from 9 different models, including

our MSRNet. The ground truth (GT) is shown in the last column. MSRNet consistently produces saliency maps closest to
the ground truth. We compare MSRNet against GC [2], DRFI [3], LEGS [7], MC [9], MDF [4], DCL+ [5], DHSNet [6] and
RFCN [8].

4. Examples of Salient Instance Segmentation Results
Figs. 5 and 6 show more examples of salient instance segmentation results from our MSRNet based framework. Our

proposed MSRNet can generate very promising results for salient region detection as well as salient contour detection. For
salient instance segmentation, as shown in the figures, the proposed MSRNet based framework can handle challenging cases
where multiple salient object instances are spatially connected to each other.
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Figure 1. Comparison of precision-recall curves among 9 salient region detection methods on 3 datasets. Our MSRNet consistently
outperforms other methods across all the three testing datasets. Note that RFCN [8] and DHSNet [6] include the testing set of MSRA-B in
their training data, therefore RFCN and DHSNet are not included in the comparison on this dataset.
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Figure 2. Comparison of average precision, recall and F-measure (computed using a per-image adaptive threshold) among 9 different
methods on 6 datasets. Note that RFCN [8] and DHSNet [6] include the testing set of MSRA-B in their training data, therefore RFCN and
DHSNet are not included in the comparison on this dataset. DHSNet [6] also includes the testing set of DUT-OMRON in its training data,
therefore DHSNet is not included in the comparison on the DUT-OMRON dataset either.
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Figure 3. Visual comparison of saliency maps from state-of-the-art methods, including our MSRNet. The ground truth (GT) is shown in
the last column. MSRNet consistently produces saliency maps closest to the ground truth.
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Figure 4. Visual comparison of saliency maps from state-of-the-art methods, including our MSRNet. The ground truth (GT) is shown in
the last column. MSRNet consistently produces saliency maps closest to the ground truth.
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Figure 5. Examples of salient instance segmentation results from our MSRNet based framework. From left to right, we show the input
image, the ground truth of salient instance segmentation, the binarized saliency map generated from MSRNet, salient object contour from
MSRNet, and our salient instance segmentation result. In the salient instance segmentation results, different colors indicate different object
instances in detected salient regions.
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Figure 6. Examples of salient instance segmentation results from our MSRNet based framework. From left to right, we show the input
image, the ground truth of salient instance segmentation, the binarized saliency map generated from MSRNet, salient object contour from
MSRNet, and our salient instance segmentation result. In the salient instance segmentation results, different colors indicate different object
instances in detected salient regions.


