
 

  
 

 

CSIS0801 Final Year Project 2015 – 2016 

FYP15002 
Chinese Character And Word Analysis In Daily Essays 

 
Intermediate Project Report 

 

 

Supervisor: Dr. Vincent Lau  

Second Examiner: Dr. Beta Yip  

 

Students:  

Lau Tak Ming (3035042394) 
Leung Ming Tak (3035053381) 
Wong Man Wai (3035040683)  

 



  1 

 

Table of Content 

CSIS0801 Final Year Project 2015 – 2016 

Table of Content 

Section 1: Project Overview 

1.1 Project Background 

1.2 Project Objective 

Section 2: Technology used 

2.1 Gensim -- Topic Modelling in Python 

2.2 Word2Vec 

2.3 Jieba 

2.4 PHPCrawl 

2.5 Scrapy 

2.6 Chart.js 

2.6 D3.js - Data-Driven Documents 

Section 3: Project Methodology - Natural Language Processing 

3.1 Overview 

3.2 Data Cleaning and Normalization 

3.3 Word Segmentation 

3.4 Corpora Building 

3.5 Analysis 

3.5.1 Frequency Count with N-grams 

3.5.2 Term weighting 

3.5.3 Text Summarization 

3.5.4 Documents Recommendation 



  2 

 

3.5.5 Word Recommendation 

Section 4: Milestones - Natural Language Processing 

4.1 Word Segmentation 

4.2 Frequency count and term weighting 

4.3 Document Similarity 

4.4 Word Similarity by word2Vec 

Section 5: Milestones - Web Spider 

5.1 Overview 

5.2 System Design 

5.3 Spiders for selected websites 

5.4 Spiders for general web 

5.5 Summary 

Section 6: Summary and Further Development 

6.1 Neutral Language Processing 

6.2 Web Application and Front-end Design 

6.2.1 Composition 

6.2.2 Goal 

6.2.3 Styling of the Web App 

6.2.4 Analysis Method Selection and Data Input 

6.2.5 Data Transportation and Program Execution 

6.2.6 Analysis Toolbox and Visualization Techniques 

6.2.7 Summary of Analysis Toolbox 

Section 7: Reference 



  3 

 

Section 1: Project Overview 

1.1 Project Background 

Chinese language is one of the most commonly used languages in our world, which covers 
approximately 1.2 billion people all over world. In addition, it is used by the majority of 
people living in Hong Kong, Mainland China and Taiwan. In the age of Internet, more and 
more online Chinese media and social media platforms have been arisen such that we can 
find many articles or online discussions written in Chinese. We believe that these materials 
reflect the cultural values and the trend in the society which is valuable to be studied. 

However, unlike English, Chinese is a language written without spaces between words. This 
characteristic makes software difficult to retrieve every single word from an article and 
conducts subsequent analysis. In order to develop software which can process Chinese 
article effectively, we need to design special algorithm and script with a database to achieve 
this goal. Yet, we found that very few word retrieval tools exist for Chinese so we decided to 
work on it. 

We believe that by developing software to analyze the pattern and usage of characters and 
words in daily use, we will be able to produce a lot of meaningful for subsequent studies like 
in the cultural area. 

1.2 Project Objective 

The ultimate goal of the project is to develop an online Chinese words analyzation tool which 
can display the statistical data (e.g. frequency of use, words relationship, domain origin, etc.) 
of each Chinese word. 

To achieve this, we have the following sub-objectives: 

● As the core of our project, we will design a segmentation algorithm that can effectively 
break down a Chinese essay into individual words that represent the closest meaning. 

● We will develop a backend natural language processing tool that can using the 
segmentation algorithm to receive Chinese text from different systems and producing 
individual words from the text. 

● We will develop a backend analyzation tool that works with the database to calculate 
the frequency count, word relationship, sources of words, etc.  

● We will develop a web spider which is able to automatically fetch Chinese article / 
content from the Internet for subsequent analysis. 

● We will design a database which can store Chinese words, statistic associated to words 
and web content retrieved from the spider in an organized and effective way. 
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● We will design a front-end webpage to allow users to enter the website links for 
analysis, including Chinese character or word usage, and also the pattern of an essay. 

 

  



  5 

 

Section 2: Technology used 

2.1 Gensim -- Topic Modelling in Python 

Gensim is a Python library for topic modelling, document indexing and similarity retrieval with 
large corpora. The library is widely used in the natural language processing (NLP) and 
information retrieval (IR) community. 

2.2 Word2Vec 

Released on 2013, word2vec is open source model of two-layer neural networks, that are 
trained to reconstruct linguistic contexts of words for grouping related words together. 
Currently the model has been implemented in Java, Python and Spark Mlib. 

2.3 Jieba 

"Jieba" (Chinese for "to stutter"): A open source Python Chinese word segmentation module, 
which  

● Supports Traditional Chinese 
● Supports customized dictionaries  
● Unders MIT License  

Other features such as part-of-speech tagging, adding custom dictionaries, parallel 
computation and keywords extraction are also included in the library. The library currently 
has been implemented in languages other than Python such as Java, C++, PHP etc..  

 

Source: https://github.com/fxsjy/jieba 

2.4 PHPCrawl 

A framework under the GNU license for crawling/spidering websites written in the 
programming language PHP. It crawls websites and passes information about all found 
documents for further processing to users. Computation and keywords extraction are also 
included in the library. 

2.5 Scrapy 

A free and open source web crawling framework, written in Python. Originally designed for 
web scraping, and can also be used to extract data using APIs or as a general purpose web 
crawler. 

Source: https://github.com/scrapy/scrapy 

https://github.com/fxsjy/jieba
https://github.com/scrapy/scrapy
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2.6 Chart.js 

Chart.js is is Javascript library which visualizes the data in  different ways. Each of them 
animated, with a load of customisation options and interactivity extensions. It also provides 
default simple support for canvas tooltips on hover/touch to the application 

Source: http://www.chartjs.org/ 

2.6 D3.js - Data-Driven Documents 

D3.js is a JavaScript library for manipulating documents based on data using HTML, SVG, 
and CSS. Moreover, D3.js combines  powerful visualization components and a data-driven 
approach to DOM manipulation. 

Source: http://d3js.org/ 

  

http://www.chartjs.org/
http://d3js.org/
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Section 3: Project Methodology - Natural Language 

Processing 

3.1 Overview 

The key process of the project would be manipulate and analyze language data. In this 
chapter, our team will introduce algorithms and techniques that are widely used in natural 
language processing (NLP) and analysis. We would also include brief discussion on the 
theory behind of each process. 

The overview of NLP pipelines are shown below. The data generated in the process can be 
categorized to three types, including: 

1. Preliminary data 
2. Intermediate data 
3. Analyzed data 

 

Overview of NLP pipeline 

Preliminary data, which is indicated by blue color, refers to data supplied at the beginning, 
data can be either local dictionaries, user input or database generated from web crawler. 
Intermediate data,  which is indicated by blue color, refers to data generated in NLP pipeline, 
and refers to word segments with part-of-speech tagging, corpora and analysis data refers 



  8 

 

to . Arrow connecting between two documents refers to processes or algorithms that will be 
discussed in the following sections. 

3.2 Data Cleaning and Normalization 

We assume that data supplied by user and database are not clean due invalid, excessive 
and inconsistent data. At the preliminary stage, we would normalize the data with the 
following stages: 

1. Remove characters other than Chinese, punctuations, URL and tags etc. 
2. Translate Simplified Chinese to Traditional Chinese in articles 
3. Filter out short sentences 

Text encoding would also be standardized at this stage. 

3.3 Word Segmentation 

Unlike other languages, segmentation of Chinese language is not trivial. Delimiters are not 
included in Chinese words and token cannot be determined easily by delimiters. In the 
project, we have explored algorithms and techniques that are used to segment a sentence 
into word segments. Consider a word “你好世界” (Hello world), we would illustrate methods 
that are used to segment the word into  “你好”  and “世界”: 

1. Transform the sentence into prefix tree data structure. Word and values followed by 
each character indicates the weighting, which are defined by dictionaries. 

2. Convert the tree to direct acyclic graph (DAG). The process aims to generate all 
possible word combinations from graph. 

3. Find the path with highest weighting with dynamic programming. 
4. For words or segments not included in dictionaries, a HMM-based model is used with 

the Viterbi algorithm.  
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The above algorithm is implemented by Jieba, a package that implements Chinese word 
segmentation. 

3.4 Corpora Building 

Corpora is a data structure used store tokens and documents. The following are the 
definitions used in the project: 

● Corpora: Collection of documents 
● Document: A bag of word segments in a sentence 
● Word segment: Also known as token, basic unit in documents or sentences 
● Dictionary: Collection of word segments 

3.5 Analysis 

3.5.1 Frequency Count with N-grams 
For preliminary analysis, system will count the occurrence of Chinese word segments and 
phrases from incoming essay, and extracts the most common words or phrase (mainly 
words, bigrams and trigrams)  from social media. The following illustrates an sample 
frequency count from 2016 Policy Address: 
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3.5.2 Term weighting 
Term weighting is a central tool of search engines for scoring and  ranking a document’s 
relevance. In this project, we are going to evaluate the importance of each inputted words by 
term frequency inverse document frequency (TF-IDF), a product of two statistics. 

For the condition of an important word, the word should be appear often in a document but 
not other documents. The formal definition of an important word are described as follows : 

 

 , where 

: Occurrences of word from document . 

: Sum of occurrences from all documents 

: total number of documents in the corpus  

 : number of documents where the term  

Hence the weighting can be calculated by the product of two statistics: 

 

Usage of TF-IDF will be illustrated in the following sections. 
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3.5.3 Text Summarization 
Text summarization is an essential technique in NLP. For most cases, text summarization is 
useful for information and relation discovery, as well as document classification. 

Given a Term-Document matrix, dimensionality of documents can be reduced by  Latent 
Semantic Indexing (LSI), such that documents are “grouped” into topics. The following 
illustrates the matrix and its decomposition: 

 

Term-Document matrix: Element in the matrix represents the occurrence or weighting in 
each document. 

Image source: http://web.eecs.utk.edu/~mberry/sc95/sc95.html 

Topic modelling techniques like Latent Dirichlet Allocation (LDA) are also essential for text 
summarization. 

 

3.5.4 Documents Recommendation 
Given a word-document matrix from former section, similarity (correlation) matrix can be 
computed such that the similar documents can be indicated from the matrix, ranging from -1 
to 1, higher magnitude would be more correlated to each other. In our case, we are 
interested in documents that are positively correlated to each other. The following matrix 
illustrates the similarity between topics, represented by its document index: 

http://web.eecs.utk.edu/~mberry/sc95/gif/berry_table402.gif
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3.5.5 Word Recommendation 
Introduced by Google in late 2013, word2vec is vital for extracting similar words from 
dictionaries. For the model, word2vec model can be used to map each word into vector by 
two-layer neural network. Hence the model can predict the most similar word by cosine 
distance. The following diagram illustrate the workflow of word2vec: 

 

 

Image source from https://iksinc.files.wordpress.com/2015/04/ 

 

  

https://iksinc.files.wordpress.com/2015/04/


  13 

 

Section 4: Milestones - Natural Language Processing 

In this chapter, our team will conclude milestones we achieved in previous phases. Summary 
and future works and deliverables will also be discussed. For NLP, we would demonstrate 
our analyses and works with abstract data (first paragraph) in Chinese Wikipedia. 

4.1 Word Segmentation 

Given an abstract of “數學” (Mathematics), the following shows the segmented Chinese 
words and punctuations.  

 

4.2 Frequency count and term weighting 

The following table shows the most commonly used words in Chinese Wiki abstracts: 

 

First column refers to index of each Chinese word. From the above, “位於” (location) ,”一個” 
(one) and “中國” (China) are the most common words in Chinese Wikipedia with frequency 
54406, 44078 and 37696 representatively. 
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Term Weighting by TF-IDF 

The following tuples shows the importance of each word in abstract “數學” (Mathematics): 

 

From the above wiki abstract “數學” (Mathematics), the most important words are “概念” 
(concept), “數學” (Mathematics), “邏輯推理” (Logical reasoning)  and "角度看" (Perspective). 

Text Summarization 

The following shows the most relevant words in each summarized topic. Value followed by 
each word refers to its relevance. 

 

Text summarization by Latent Semantic Indexing (LSI): Words that are more relevant in the 
topic would have a higher value magnitude. 

4.3 Document Similarity 

Three most relevant abstracts of abstract “遊戲” (Game), which returns abstract of “打錢” 
(Gold farming), “3D遊戲” (3D game) and “密碼(遊戲)” (Password (Video Gaming)). 
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Document similarity extraction 

 

Comparison with Wiki from internet. 
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4.4 Word Similarity by word2Vec 

The following shows the most similar words compared to “計算機科學” (Computer Science). 
Value followed by word represents its cosine distance with input word. 
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Section 5: Milestones - Web Spider 

5.1 Overview 

As we are working on analysis in daily Chinese essays, there are two channels of data 
collection: 

1. Manual Input by user 
2. Automatic data collection 

Web spider is targeting to conduct automatic data collection. A huge database of Chinese 
essays is essential to conduct analysis and extract useful information (e.g. popular words in 
2016, comparison between media with different political view) 

Also, The performance of segmentation algorithm can be improved by running on more 
essays by adding more words to the dictionary 

5.2 System Design 

 

Part (1): Collect structural data from selected websites 

Part (2): Collect Chinese plaintext from others websites 

Part (3): MySQL database for data storage 
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5.3 Spiders for selected websites 

For websites with high research value, we would develop specific spiders to crawl structural 
data from them. Currently, we have developed spiders for: 

1. RTHK News Updates (http://news.rthk.hk/rthk/ch/latest-news.htm) 
2. Chief Executive Blog Articles (http://www.ceo.gov.hk/chi/blog/) 
3. Financial Secretary Blog Articles (http://www.fso.gov.hk/chi/blog/) 

The spiders are able to retrieve XML documents from data sources regularly and extract 
information such as publication date, title and categories in addition to the essay by locating 
the specific XML tag of the desired data. 

Here is a screenshot of XML document retrieved from RTHK: 

 

A crontab with 1-min interval is set to call the spider to retrieve an updated XML document 
extract the specific information (enclosed by red rectangle). The crontab interval is 
determined by the update usual frequency of the data source (e.g. shorter for news but 
longer for blog). 

5.4 Spiders for general web 

Although we can get more structured data using spiders for specific website, it is 
time-consuming to develop as we need to study the structure of every single website. Thus, 
a spider for general web is developed to crawl Chinese essay from other sources which have 
relatively lower research value. 

http://news.rthk.hk/rthk/ch/latest-news.htm
http://www.ceo.gov.hk/chi/blog/
http://www.fso.gov.hk/chi/blog/
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By using libraries PHPCrawl, Simple HTML DOM Parser and Scrapy. The Spider is able to 
locate hyperlinks in the document and extract plaintext from it. 

We have provide a group of website as starting points and the scheduler will call the spider 
regularly to crawl through the web. Starting websites include common Chinese web portals 
such as Yellow Page, discuss.com.hk, yahoo.com.hk, etc. 

During crawling, the spider would first follow links that lead to the same domain, then every 
link even leads to a different host or domain until a specific time period has been reached. 
Plain text and hyperlinks collect would sent to database for storage and subsequent visiting. 

There is a screenshot when spider is running: 
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5.5 Summary 

Currently, web spiders have retrieved the following data and stored in the database: 

1. 568,858 entries of plain text crawled by general web spider. 
2. 254,940 hyperlinks found by general web spider. 
3. 1,613 Chinese news article by RTHK. 
4. 39 articles from Chief Executive’s blog. 
5. 8 articles from Financial Secretary's blog. 

These data will passed to NLP component of our project and conduct subsequent analysis. 
For example, the most concerned issue in Hong Kong can be found from processing RTHK’s 
news. 
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Section 6: Summary and Further Development 

6.1 Neutral Language Processing  

In the future phrase, we will include the word frequency with bigrams and trigrams, also topic 
modelling methods like Latent Dirichlet Allocation (LDA) will be explored. 

NLP and word 
analysis 
techniques 

Methodology 
and algorithm 

Package Milestone Future 
development 

Word 
Segmentation 

Prefix Tee, 
DAG, 
Dynamic 
Programming 
and HMM 

Jieba Chinese words 
segment program 
with part-of 
speech  

/ 

Frequency 
Count 

/ / Program for word 
count  

Frequency 
count with 
n-grams 

Term Weighting TF-IDF Gensim Program for 
computing 
TF-IDF  

/ 

Text 
Summarization 

LSI and LDA Gensim Program 
computing LSI  

LDA 
 

Document 
Similarity  

LSI and 
Similarity 
Matrix 

Gensim Program 
computing 
similarity Matrix  

/ 

Word Similarity Neural 
Network 

Word2Vec Program for 
model training 

/ 
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6.2 Web Application and Front-end Design 

 

Overview of project 

6.2.1 Composition 
A web app is implemented as the front-end application. The web app is divided into two 
parts: 

1. User input front-end web app 
2. Analysis toolbox with visualization 

6.2.2 Goal 
The goal of front-end web app is not only limited to attractive user interface, but also to 
provide great user experience. 

6.2.3 Styling of the Web App 
The web app is using HTML5 technology as the styling of itself. HTML5 provides a clear user 
interface for user to input the data. 
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Moreover, HTML5 provides responsive characteristic of the website. Responsive website is 
popular nowadays in web design. It makes the website look good on all devices.

 

User Interface of the Segmentation Tool 

 

6.2.4 Analysis Method Selection and Data Input 
Before inputting the data, user selects the analysis function. Then, based on the analyzation 
selected, user inputs the correct type of data(i.e. Chinese essay plaintext or URL link). 
Further details will be discussed in the section Analysis Toolbox and Visualization 
Techniques. 
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6.2.5 Data Transportation and Program Execution 
PHP script is used to retrieve the data input by user in the web app. The method used is 
POST. 

 

Flow of Data Transportation 

 

Next, the input data is sent as argument of the back-end analysis toolbox program. The 
program is executed by using the following script: 
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exec("python segmentation.py $input 2>&1"); 

6.2.6 Analysis Toolbox and Visualization Techniques 
As the project needs to manipulate large amounts of data, visualization is vital for user to 
understand large and complex data. In order to provide great user experience to user, 
various visualization techniques and libraries are used in the application design. 

The analyzation are 

1. Segmentation Tool 
2. Frequency Count & Word categorization 
3. Word Trend 
4. Author’s Word 
5. Similar Word 
6. Similar Essay  

 

Segmentation Tool: It is a tool that break down a Chinese essay into individual words that 
represent closest meaning. The web app use a slash symbol “ / ” to separate the words in an 
essay and display it. 

 

Segmentation Tool 

Frequency Count & Word Categorization: The analysis tool will count the occurrence of 
Chinese word segments from incoming essay, and also categorize the words with similar 
meaning. Word bubbles will be used to present the analysis result as follow: 
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Sample of Word Bubbles from D3.js 

Each bubble represents a word. The size of bubble indicates the frequency count, the higher 
frequency, the larger size it is; the colour of bubble indicates the word categorization, similar 
meaning of words will have similar colour. 

Word Trend:  It shows the usage of Chinese word by counting the appearance of a word 
from time to time in the social media. It is useful for exploring the growth and decay of some 
social issues. It will be presented by line chart as below: 

 

Sample of Word Trend 
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Author’s Word: Every author has his/her own writing style. The user can input the author’s 
name and the Chinese words which he/she uses frequently. 

 

Sample of Author’s Word analysis 

Similar Word: The analysis tool can look for similar word and relevant word in the database. 
The sample is shown as below: 

 

Sample of Similar Word 
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Similar Essay: By extracting the keywords in a Chinese essay, the analysis tool can search 
for any essay which has the similar words of the keywords of original essay. 

 

Sample of Similar Essay 

6.2.7 Summary of Analysis Toolbox 
There are several analysis methods:  

Analyzation Input Output 

Segmentation Tool Chinese essay / URL link Plain text segment 

Frequency Count & Word 
Categorization 

Chinese essay / URL link Word bubbles 

Word Trend Chinese word Line chart 

Author’s Word Author’s name Bar chart 

Similar Word Chinese word Table of similar words 

Similar Essay Chinese essay / URL link List of similar essay 
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