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Abstract 

Deep learning, as a method of machine learning based on data representation learning, 

is used widely in the field of financial variables forecasting in recent years. This 

project taking DJIA as an example, explores the usage of deep learning and CNN in 

forecasting stock indices. This report elaborates the background and process of the 

project. The project is significant because it explores a new application of CNN and 

has practical value in financial markets.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                            
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1. Introduction 

Deep learning networks have been very popular in machine learning. In this project, I 

will use deep learning and convolutional neural network to build a model. The model 

could be used to predict the future stock index, which can also be applied in many 

other fields. 

The introduction firstly introduces the background knowledge which is deep learning 

and convolutional neural networks. Then the Dow Jones Industrial Average, which is 
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the study target for this project, is included. The literature review of this project is 

also introduced in the introduction. Based on the relative study, my motivations and 

objective of this report are also mentioned in this part. Finally, the introduction part 

includes the scope of this project. The content which is included and not included of 

this project would be clarified. 

1.1 Background knowledge 

At present stage, through all the research and investigation, it is found that deep 

learning is a branch of neural network, which can be assumed as one of the direction 

of development of neural network (Taghi, 2013). In this project, the concept and 

applications of deep learning and convolutional neural network are significant for 

building the model and making prediction. 

1.1.1 Deep learning 

Deep learning is a new field of the study of machine learning, of which motivation is 

to establish and simulate the neural network of people’s brain which is used to study 

and analyze. It imitates human’s brain to interpret the data, such as images, sound and 

text. 

The concept of deep learning stems from the study of artificial neural networks. For 

example, a multi-layer perceptron with hidden layers is a structure of deep learning. 

Deep learning combines low-level features to form more abstract high-level 

representations, attributes, categories, or features, to discover distributed 

representations of data. 

There are multiple layers in a deep learning neural network. For each layer, features 

are extracted, abstracted and transformed to the next layer. A simple structure of deep 

learning can be showed as Figure1, the input values are sent into the input layer, 

whose feature is generated and sent to the next layer. Then the data in this layer also 
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would be identified and sent to the next layer. This process will continue until the 

neural network proceeds the output layer. 

The application of deep learning is broad which covers multiple fields. For example, 

deep learning is applied in speech recognition acoustic model training making speech 

recognition error rate reduced by 30% (Taghi, 2013). Apart from that, deep learning 

also performed ideally in computer vision, natural language processing, audio 

recognition and so on. 

!  

Figure1: A two-layer neural network 

1.1.2 Convolutional Neural Network 

Convolutional Neural Networks (CNN) are biologically-inspired variants of MLPs, is 

one of the artificial neural networks. 
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!  

Figure 2: A CNN with three types of layers. 

As shown in Figure 2, there are three types of layers in convolutional neural 

networks, which are convolutional layer, pooling layer and fully-connected layer. 

During the step of data modeling, the number of layers and the parameters for each 

layer are decided. 

In CNNs, each filter is replicated across the entire visual field. These replicated units 

share the same parameterization and form a feature map, which means we can 

simplify the model by reducing the number of parameters. To form a richer 

representation of the data, each hidden layer is composed of multiple feature maps. 

The training process of CNN can be divided as four steps, two phases.  
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Figure 3: Forward and Backward propagation in CNN 

The first phase is forward propagation, of which process is shown in Figure 3. 

Step 1: Take a sample (X, Yp) from the sample collection and import the X into the 

network; 

Step 2: Calculate the actual output Op; 

During this phase, the information is transmitted progressively from the input layer to 

the output layer, and the work for network is calculation. 

The second phase is backward propagation: 

Step 3: Calculates the difference between the actual output Op and the corresponding 

ideal output Yp; 

Step 4: Using the minimum error method, adjust the backward propagation 

adjustment weight matrix. 

Figure 4 is an application of CNN, which shows the input values and the pooling 

layer with 2*2 filters and stride 2. During this project, the application of CNN is 

similar to the structure shown in Figure 5. 

!  

Figure 4: An example of convolutional neural network application 

1.2 Literature Review  
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This project is inspired by the study of ImageNet classification, which divides 1 

million 200 thousand high-definition images in ImageNet Large-Scale Visual 

Recognition Challenge-2010 contest into 1000 different categories by training a large-

scale deep convolutional neural network and achieves 17% top five error rate 

(Krizhevsky, 2012).  

The architecture of the study of ImageNet classification was mainly divided into 

convolutional layers and fully-connected layers as showed in Figure 5. Although the 

data type was studied in my project is different from the data type used in the 

ImageNet classification, the ideas of feature induction in these two projects are 

similar. Figure 6 shows the road map of the data transformation between adjacent 

layers of these two projects. In the convolutional neural network of my project, layer 

(m-1) transfers data to layer m and layer m induces features and transfer them to the 

next layer.  

 

Figure 5: Architecture of convolutional neural network applied in ImageNet 
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Figure 6: Feature transformation between two adjacent layers  

In the study of ImageNet classification using CNN, RuLU functions are applied for 

activation function in the neural network. It is found by Krizhevsky et al that the 

convergence rate of SGD obtained by ReLU is much faster than that of sigmoid/tanh 

(Krizhevsky, 2012). Figure 7 shows that it is six times faster for a convolutional neural 

network with ReLUs which is in solid line than the same convolutional neural 

network with tanh neurons which is in dashed line for reaching a 25% training error 

rate.  

In this project, several different activation functions are compared. Considering the 

advantages of ReLU activation function discussed in Krizhevsky’s paper, I applied 

ReLU as activation function in the neural network.  
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Figure 7: Comparison between ReLU and tanh in same convolutional neural network 

to reach a 25% training error rate 

1.3 Dow Jones Industrial Average (DJIA) 

The Dow Jones Industrial Average is stock market indices created by the Wall Street 

Journal Charles Doug, which was firstly launched in May of 1896. This index is used 

as a measure of the development of industrial composition in the U.S. stock market, is 

the oldest American market index. Because of the effect of compensating stock split 

and other adjustments, it is only a weighted average and does not represent the 

average of the value of the constituent stock. 

To be chosen as a dataset for study, the Dow Jones Industrial Average includes the 

index of 30 largest and most famous listed companies in the United States. 

Considering the reliability and representativeness of the study result of the project, 

data of DJIA is used for its extensive coverage of the stocks of different industrials. 

Figure 8 shows the sector breakdown of DJIA, from which the various fields of stocks 

covered by DJIA can be observed. Additionally, the time range of DJIA is suitable for 

a long-term study. For the sake of the accuracy of the study, the stock data of at least 

thirty years should be collected. DJIA is mature enough to fulfill the requirements of 

the study. 
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!  

Figure 8: Sector breakdown of DJIA 

During the preliminary preparation and research of the project, there are some other 

stocks and markets under consideration. For example, the data of S&P 500 index was 

also taken into consideration. However, after implementing relative research, it was 

found that there were already substantial similar studies based on the data of S&P 500 

index. After comparison and research, DJIA was chosen for the sake of novelty. 

1.4 Objective 

Because the volume of trading in stock market is continuously increasing, forecasting 

the future financial variables based on the previous data can make significant profit. 

Even though the efficient market hypothesis states that forecasting the future market 

price is impossible (Peter, 1991), there are no efficient evidences to support this 

statement. Additionally, related study shows that using time series makes it possible to 

forecast future financial variables (Taghi, 2013). 

Deep learning becomes a new model which is outputting the result by training data in 

recent years, and it is used widely in the field of predicting financial variables. In 

addition, CNN is the artificial neural networks which generating the features of data 

by self-learning based on the database. As mentioned in 1.1.2, the usage of CNN 

reduces the parameters needed when building the models. 

�14



With the thought of deep learning, the objective of this project is to develop a CNN 

model to predict the trend of financial variables. DJIA indices are used as study 

objective in this project. This project intends to predict the trend of DJIA of the fourth 

business days, based on the trading data of previous 3 business days. 

In this project, whether the value of indices will rise or drop is considered and 

evaluated. The result of predicted trend should with a satisfactory accuracy, which is 

at least greater than 0.5. 

Apart from that, an analysis about the performance and the limitation of the model are 

conducted. During this stage, the range of applications of the model is analyzed. 

Considering the situation of the implementation, if the accuracy and processing time 

are both satisfactory, relative applications will be suggested. For example, with 

corresponding parameters, the model can be used to predict weekly/monthly/yearly 

inflation rate based on previous performance and related financial variables. This 

application forecasts inflation and reduce economic loss caused by economic bubble. 

Short-term trades in stocks and futures will also be implemented based on the result 

of this project.  

  

1.5 Scope 

The Dow Jones Industrial Average in the past thirty years (1st Oct, 1998 ~ 30th Sept, 

2017) is the study objective in this report. For the sake of the accuracy, some other 

financial indexes such as GDP and interest rate are also included. Because the study 

objective is the U.S. market index, the financial indexes of other area is not included 

in our project. 

In this project, only the idea of CNN will be applied to build the model rather than 

other neural networks. In this project, it does not consider the parameters and factors 

which CNN does not included. As mentioned in 1.1.2, CNN requires less parameters 

�15



to build the neural networks. Apart from that, this project will explore applications of 

CNN in financial predictions considering its satisfactory performance in image 

recognition. 

In this project, the open source programming language, Python is applied as 

technological support. Other programming languages will not be used. Python is used 

widely in the field of deep learning. The mainly reason is that there are abundant 

practical libraries available which can be applied to complete complicated algorithms 

and applications. In this project, Tensorflow is used in building convolutional neural 

network model. Additionally, anyone can create a Python package and submit it to 

PyPI (Python package index), which makes it easier and more convenient to fulfill the 

requirements of this project.  

2. Methodology 

The objective of this project is to forecast whether the index of one particular stock 

will rise up or fall down based on the past trading data. 

The nuclear of this process is data, which calls for collection, preprocessing, modeling 

and training according to the experimental sets. Apart from that, the assessment of the 

CNN model evaluates the performance of the model. Certain technologies and tools 

are applied for preprocessing the data and testing the model I build. The following 

part explains the methodology of this project for each step. 

2.1 Data collection 

There are various sources for collecting the previous stock index. Yahoo Finance and 

Wall Street Journal are the main sources in this project. 

Considering the expected accuracy of the model, I decided to take the stock index of 
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past three decades as the sample of this project. The closing price of the trading 

market is referred as the index of each day. 

In this project, 11 variables in total are collected for reference.   

Firstly, during the preliminary research, it is found that the constituents of DJIA had 

been changed multiple times during the past thirty years. Under this situation, the 

constituents of DJIA for each year are collected to build a table as shown in Table 1, 

which is a part of the constituents of DJIA from 2004 to 2005. To simplify the process 

of recording, the stock codes are used instead of company names. After collecting the 

constituents of DJIA, the DJIA for each company each year for the past 30 years is 

collected for data training.   

  

!  

Table 1: Part of constituents of DJIA from 2004 to 2005  

Secondly, for each stock, six daily varieties are collected, which are open value, close 

value, high value, low value, adjusted close value and volume. A table with the 

variables and corresponding date for each company is built for reference. 

Thirdly, this project also takes some macro financial indexes in consideration for the 

integrity of the model. Four variables are collected in total, which are monthly 

inflation rate, monthly unemployment rate, monthly interest rate and quarterly GDP. 

The value with corresponding date are collected in tables. Table 2 and Table 3 take the 
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quarterly GDP and monthly unemployment rate for examples, show the table of 

macro indexes collected. 

!  

Table 2: Quarterly GDP from 1st, Oct in 1987 to 1st, July in 1990 

!  
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Table 3: Monthly unemployment rate from 1st, Oct in 1987 to 1st, Sep in 1988 

2.2 Data preprocessing 

During the process of collecting the data, we found that the format of the data was not 

standard. Besides, there were circumstances of data missing and suspension. 

Firstly, the missing values and suspension are considered. The markets may be closed 

during holidays and weekends, some other factors such as major accidents and bad 

weather also lead to trade suspension. In addition, some companies may be absent 

from trading on certain days. In view of these situation, I decide to consider the 

missing index as its last valid index.  

Secondly, the member of DJIA changed during the past thirty years. As mentioned in 

2.1, a table of change of constituents of DJIA has been made. I process the data of 

these companies separately and use this data as testing sets. 

Thirdly, the standardization of the data should be processed. On the one hand, the 

initial constituents of DJIA I collected were the name of each company, which cannot 

be processed easily. In view of this situation, the name of each company was 

transferred into the corresponding stock code. On the other hand, because the data 

was collected from different sources, the units of data were not unified. 

Standardization of the data is processed to unify the units and formats for easier 

accessibility.  

In this project, I created a python program to generate a .cvs file contains a table 

which displays all the data used for model training. There are 13 volumes in this table, 

which are stock code, data, and the corresponding open value, high value, low value, 

close value, adjusted value, volume, quarterly GDP, monthly unemployment rate, 

monthly inflation rate, monthly interest rate, DJIA. Table 4 shows an example which 

is a part of the table which contains all the raw data before data standardization.  
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Table 4: Raw data from Sep in 1987 to 20th, Oct in 1987 

After generating the table for raw data, the standardization of the data is processed. 

The method for data standardization is replacing the raw data with its z-score. The 

formula for zero-mean normalization is showed in Figure 9.  

Figure 9: Zero-mean normalization formula used in data standardization 

After the process of data standardization, a table which contains 13 volumes 

�20



mentioned before and the values are the corresponding z-score of values is generated. 

Table 5 shows an example which is a part of the table after data preprocessing as 

reference.  

Table 5: Training data after standardization from Sep in 1987 to 20th, Oct in 1987 

2.3 Experimental sets 

In the range of the study period, there are 7800 days approximately. I use 3 days as 

one sample, which means there are 7798 samples ideally. The data are divided into 

training data, validation data and testing data. In this project, 70% of the data are used 

for training and 30% of the data are used for validation and testing.  

The goal of this project is to predict whether the stock price would rise or fall with 

days for the unit. So, a variable Y is introduced to represent the situation of financial 

variables. I set Y equals to 1 if the closing price of the last day of a week is higher 

than the first day, otherwise Y equals to 0. As shown in 2.1, a table with significant 

daily variables for each stock has been made. During this step, another table which 

contains the labels for each day is built, which shows the situation of increase and 

decrease for each stock.  

2.4 Data modeling 

After building the datasets table, a model is built to train the data and generate the 

features of the data. During this step, multiple parameters are determined. For the 

structure of the model, the number of layers, the size of the filter and the number of 

hidden units of the fully-connected layers are determined. For each layer of the 

model, the type and activation function are determined.   

As shown in Figure 10, the convolutional neural network is mainly composed by two 

parts, which are convolutional layers and fully-connected layer. This part discusses 
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the process of generation and the structure for each layer. 

 

Figure 10: Process of determining each layer of CNN for each sample 

2.4.1 Input layer 

The parameters for the input layer are decided. In this project, I use MEGD algorithm, 

which is normally used in CNN models for building neural network. For the fact that I 

generate a one-dimension table using all the data, so the input layer is one-dimension. 

For the data type, I use float32, which is widely used in CNN models. The height and 

width for input layer are 3 and 11 correspondingly, the number of channels for input 

layer is 1.  

2.4.2 Convolutional layers 

Theoretically, increasing the number of convolutional layers improves the accuracy of 

the data training. However, the size of data of this project is not huge. Considering the 

pursuit of both the accuracy and efficiency, a convolutional neural network with two 

convolutional layers is constructed.  

In the first convolutional layer, the size of the filter is decided as 3*3. Because the 
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input layer is a one-dimension network, the depth of the filter is 1 as well. The 

number of feature maps outputted by the first convolutional layer is decided by 10. In 

the second convolutional layer, the size of filler is also 3*3. The depth of the filter is 

10 which is decided by the output of the first convolutional layer and the feature maps 

outputted by the second convolutional layer is decided by 5.  

In the construction of convolutional layers, batch normalization algorithm is applied. 

The principle of batch normalization is to normalize the corresponding activation by 

mini-batch, which ensures the mean value for each output signal dimension to be zero 

and the variance to be 1. So, batch normalization improves the local response 

normalization and decrease gradient dispersion by standardizing the mean and 

variance are standardized to be consistent.  

After determining the layers and parameters in convolutional layers, the activation 

function is speculated. By inference, several possible activation functions are made, 

and the one with best performance and highest accuracy is decided as activation 

function in the neural network model. During this step, I take three possible activation 

functions into consideration. 

The model will be firstly considered using Sigmoid functions as activation functions.  

Sigmoid is a commonly used nonlinear activation function, with the mathematical 

form as followed:  !  
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Figure 11: Function curve diagram of Sigmoid function 

  

Sigmoid is chosen as possible activation function because it has the function 

codomain of [0,1], which can be observed from Figure 11. With this feature, Sigmoid 

can squashes input numbers into range between [0,1]. Based on preliminary research, 

when the output value of the activation function is limited into a relatively small 

range, the representation of the features is more significant by the influence of the 

finite weight value. 

Another possible activation function for the CNN model is Tanh function, with the 

mathematical form as followed:  !  
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Figure 12: Function curve diagram of Tanh function 

Tanh functions are actually the deformation of Sigmoid function with the 

transforming formula: tanh(x) = 2sigmoid(2x) – 1. However, the output of Tanh 

function has the average value of zero, which can be observed from Figure 12. 

Because of this feature, the output of each layer of Tanh functions are more stable 

than Sigmoid functions for the fact that the expectation of output will not change 

during the process of data modeling. 

ReLU functions are also under consideration. ReLU functions are piecewise linear 

functions, which change all negative values to 0, while positive values remain 

unchanged, as showed in Figure 13:  
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Figure 13: Point distribution after applying a ReLU function 

The operation of ReLU functions is unilateral inhibition, which makes neurons in the 

neural network also have sparse activation. In the convolutional neural network, after 

N layers are added, the activation rate of ReLU neurons decreases by 2^N times (Liu, 

2016). The function curve and mathematical formula for ReLU functions are showed 

in Figure 14: 

Figure 14: Function curve and mathematical formula for ReLU functions 

  

As mentioned in 1.2, the neural networks using the ReLU functions obtain a much 

faster convergence rate than that of sigmoid functions or tanh functions (Krizhevsky et 

al.). Additionally, ReLU functions have stronger expression ability for linear 

functions. Comparing with sigmoid/tanh functions, because the gradient of the non-

negative interval of ReLU functions is constant (equals to 0), there is no vanishing 

gradient problem. So, the convergence rate of the CNN model is maintained in a 

stable state. Considering the advantages of ReLU functions, it is applied as activation 

function in convolutional layers of the CNN model in this project.  

Figure 15 shows the code of convolutional layers for reference.  
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Figure 15: Programming code for implementing convolutional layers in the neural 

network 

2.4.3 Pooling layer 

As the training process of CNN which has been introduced in 1.1.2, the pooling layer 

should be generated with the features of the input data. Pooling layers reduce the 

number of feature vectors by reducing the sampling. According to the fact that the 

number of samples is not tremendous in this project. So, I abandon pooling layers in 

the architecture of neural network. 

2.4.4 Fully-connected layer and output layer 

In fully connected layer, each node is connected to all the nodes on the top layer, 

which is used to synthesize the features extracted from the front. ReLU function is 

also applied in the fully connected layer. The size of the fully-connected layer is 

3*11*5, in which 3 and 11 are height and width for the network, 5 is number of 

channels generated by the neural networks. The code for building the fully-connected 
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layer and output layer is showed in Figure 16 for reference.  

Figure 16: Programming code for implementing fully-connected layer and output 

layer in the neural network 

2.4.5 Data training  

After completing the establishment of the convolutional neural network, data training 

is processed. During the process of data training, Adam optimization algorithm is 

applied. Adam is an optimization algorithm to find the global optimum which 

introduced two times square gradient correction. I applied this algorithm because 

comparing with the basic SGD algorithm, it is less easy to sink into local advantages 

and has faster speed.  

In this project, the process of data training iterates for 1000 cycles. For each circle, 

MBGD algorithm is proceeded. The program calculates and outputs the accuracy 

according to the testing data for each 100 circles. The program for data training is 

showed in Figure 17:  

Figure 17: Programming code for data training and accuracy calculation in the neural 

network 
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2.5 Assessment 

Firstly, the accuracy of the neural network according to the training result and the 

testing data is a significant assessment standard for the model. After building the 

convolutional neural network model, the accuracy of the model is tested for 

evaluation and adjustment. Figure 18 shows the process of training and testing the 

model in flow chart.   

!  

Figure 18: Process of data assessment and testing 

As mentioned in 2.4.5, the program is designed to output an accuracy of the neural 

network for each 100 circles. For each sample in the datasets, the program calculates 

the expected value of Y based on the training sets. Then, the expected value of Y is 

compared with this sample’s testing sets. After comparison for all the samples, the 

program calculates and outputs the accuracy of this neural network model. 

As mentioned in 1.3, the target accuracy of the model is larger than 0.5. The formula 

to calculate the accuracy of the model is:   

!  

If the accuracy is greater than 0.5, the neural network model is assumed satisfactory.   

If there’s no accuracy which is greater than 0.5, new models with different layers and 

structures may be built and tested.  

Secondly, the processing time of training data is also the assessment standard for the 

neural network. Considering the actual demand, neural networks with long processing 

�29



time are not practical even with high accuracy. In this project, processing time for 

each accuracy was outputted for each experiment is recorded for evaluation.  

2.6 Applied technologies & tools 

As mentioned in 2.5, the processing time of the model one of the assessment 

standards. Considering the large data size of the project, there is possibility that the 

processing time may not be satisfactory. Therefore, a GPU is provided by my 

supervisor. The GPU has the ability of holding the workload to computing intensive 

parts of applications and accelerating the calculations. 

For processing the data, I apply python language to train data and calculate the 

accuracy. Apart from that, some deep learning frameworks such as Caffe, Torch, 

Theano, TensorFlow are also under consideration to build multi-layers convolution 

neutral networks (Ketkar, 2017). In this project, TensorFlow, which explored by 

Google, is used for building deep learning neural network. In addition, Theano, which 

is a Python library for fast numerical computation, is used for data intensive 

operation. 

3. Difficulties 

During the process of data collection, data preprocessing and data training, I have met 

some difficulties in the different stages of the project. For each problem in the project, 

corresponding solutions and measures have been raised and implemented. Some of 

the difficulties and risks are solved, others still need future study and improvement. 

3.1 Difficulties in cleaning data 

Data collection and cleaning are foundations of this project. So, the accuracy of the 

data is significant for the result of the neural network model. There are two main 

difficulties in cleaning data. 
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On the one hand, there is a situation that one company replace the other one in the list 

of DJIA. For example, Eastman Kodak Company was replaced by American 

International Group in 2004. If I drop all the data of the companies which are related 

to the member changing, the size of datasets will not be large enough. In view of this 

situation, I decide to use these data as testing sets. If the time range of the data for a 

company is not long enough, then it cannot use this data to train the model 

considering its accuracy. Still, it can fit the features of the data. 

On the other hand, as mentioned in 2.2, the value of stock indexes may be missed due 

to many reasons. I treat the stock index of a missing day as the same as its last valid 

index. However, the accuracy of the data cannot be guaranteed using this method. 

More efficient solution will be proposed in the future study. 

3.2 Speculation for activation function 

According to the datasets, I cannot find out obvious regular distribution of the data.  

So choosing an activation function without foundation faces the possibility that the 

model show unsatisfactory performance. This risk requires substantial extra time and 

energy to re-build models and test them. Additionally, this risk has large impact of 

both the progress and the result of the project. 

Initially, Sigmoid functions and Tanh functions have been considered as activation 

functions. However, both two functions have a common weakness for the CNN 

model. 

Taking Sigmoid function for example, when the input is relatively large or small, its 

gradient will infinitely close to zero. This circumstance can be observed in Figure 19, 

as the value of derivative of Sigmoid is close to zero when x is large or small enough. 

The effect to the model of the input value whose absolute value is large is weak. This 

weakness of Sigmoid function reduces the gradient and accuracy of the model, which 
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shared by Tanh function. 

!  

Figure19: Function curve diagram of Sigmoid function and its derivative. 

To overcome the weakness of Sigmoid and tanh functions, I take ReLU functions into 

consideration. Comparing to those two activation functions, ReLU functions solves 

the vanishing gradient problem because the gradient of ReLU functions is zero in the 

interval of larger than zero. In the process of modeling and data training, it is found 

that the speed of derivation calculation of ReLU functions is faster that those two 

functions. Program implementation for ReLU is an if-else statement, while sigmoid 

functions need Floating-point four operations. So, ReLU functions are applied in the 

modeling and data training in this project.  

3.3 Improvement for the accuracy 

The accuracy is the nuclear of this project, which means multiple methods should be 

applied to improve the accuracy. Initially, the accuracy of this convolutional neural 

network model was unsatisfactory, I increase the accuracy of the model by making the 

adjustments as follow. 

Firstly, the data need appropriate method for standardization. Initially, I used the way 
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to standardize the data using the formula as follow: x=(x-mean)/mean and the 

accuracy of the neural network was lower than 0.5, which is unsatisfactory. After 

consulting my supervisor on the methods of data standardization, I changed my 

method to using the method of zero-mean normalization as mentioned in section 2.2. 

The accuracy increases by changing the method for standardization.  

Secondly, increasing the number of convolutional layers improves the accuracy. As 

mentioned before, in theory, the accuracy of the neural network model positively 

correlates with the number of convolutional layers. So, in this project, I also 

constructed another convolutional neural network with three convolutional layers for 

comparative reference. Because the process of training data requires time, so I 

decrease the size of the input data, which contain 11 variables for 30 years for the 

company with the stock code “BA”. Figure 12 shows the experimental results for this 

comparative experiment. After 500 times of iteration, the accuracy of the 

convolutional neural network with three convolutional layers achieves 0.7. So, the 

model can be adjusted by increasing the number of convolutional layers to increase 

the accuracy.  

Table 6: Experimental results for the neural network with three convolutional layers 

4. Result and Conclusion 
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4.1 Results for experiments  

Multiple experiments are implemented for more accurate result during the process of 

data training. I take two sets of experimental results for example, which are showed in 

Table 7 and Table 8. For each set of experimental results, accuracy and processing 

time are recorded. Table 7 shows the results when the program calculates and outputs 

accuracy every 50 circles, while table 8 shows that every 100 circles.  

Table 7: Experimental results outputted by the program for every 50 circles 
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Table 8: Experimental results outputted by the program for every 100 circles 

 

According to the results of the experiments, there are three points of discoveries:  

Firstly, after enough iterations, the average accuracy is around 0.55, which is greater 

than 0.5. The accuracy of the neural network can be assumed as basically satisfactory, 

although the improvement of the accuracy still needs to be studied.  

Secondly, after around 100 batch size iterations, the accuracy rate is almost 

approaching the convergence. Batch normalization is effective to reach this result, 

which increases the efficiency of the process. In practice, it does not require large 

amount of time to run the iterations many times, which is significant in many 

applications.  

Thirdly, the processing time is longer than the expectation. According to the Figure 10 

and Figure 11, to complete 1000 times of iteration, around 6 hours is needed. The 

average processing time for one iteration is 0.4 minute. Long processing time for 

data training constrains the adjustments for the neural network model in this project. 

Besides, it is difficult to achieve an ideal efficiency in the practical applications. In 
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view of this problem, an GPU may be used to reduce the processing time.  

4.2 Summary  

This report aims to explain the process of how to forecast a particular financial 

variable by using the idea of deep leaning and CNN to generate the features of the 

data. After introducing the background knowledge and literature review, this report 

states the objective and scope of this project.  

Additionally, the process of the project is reported in this report. Methodology part 

introduces each step of the establishment of the model and data training. Difficulties I 

met in the process of the project are also reported, with corresponding solutions. Last 

but not least, the experimental results of the project are included. I also evaluate the 

degree of satisfaction of the experimental results.  

According to the experimental results, the average accuracy of the neural network is 

around 0.55, which shows the objective of the project has been achieved. The 

accuracy rate is approaching the convergence after around 100 times of iteration. The 

processing time is relatively long, which needs to be improved in the future.  

4.3 Significance  

Convolutional neural networks have satisfactory performance in multiple fields such 

as object recognition, scene annotation, especially image recognition. This project 

explores the application of CNN in financial market prediction, which unleash the 

potential of CNN in a new field.  

Because the performance of the model is satisfactory, the CNN model can be applied 

to make predictions of the future trend of financial variables, such as stocks and 

futures. This application can reduce the economic loss because of accidents such as 

financial crisis and inflation. Moreover, it can be used to make profit by predicting the 
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future value of financial indices. 

4.4 Future prospect 

Apart from building the model for financial prediction, convolutional neural networks 

also provide possibility to combine with time series, such as ARIMA model. It shows 

a future prospect which is meaningful to the further study.  
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