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Abstract

With the ever-growing web traffic, cluster-based web server is becoming more and more im-
portant to the Internet’s infrastructure. Making the best use of all the available resources in the
cluster to achieve high performance is thus a significant research issue. In this paper we introduce
Cyclone, a cluster-based web server that can achieve nearly optimal throughput. Cyclone makes
use of a novel network support mechanism called Socket Cloning (SC) together with the concept
of hot object replication to obtain high performance. SC allows an opened socket to be moved effi-
ciently between cluster nodes. With SC, the processing of HT'TP requests can be migrated to the
node that has a cached copy of the requested document, thus bypassing any cache transfer between
cluster nodes. To achieve better load balancing, frequently accessed documents (hot objects) are
replicated to other cluster nodes by forwarding cached copies. Trace-driven benchmark test using
http load shows that Cyclone outperforms existing approaches and can achieve a throughput of
14575 requests/s (89.5 MBytes/s), which is 98% efficiency of the available network bandwidth, with

8 web server nodes.

1 Introduction

Exploiting the power of commodity-off-the-shelf components to achieve high performance has long been
one of the main goals of cluster computing. Many applications have been designed and built in cluster
environments with the hope to achieve this goal. Networks of Workstations [3] and Beowulf [43] type
clusters are deployed in many research institutes and government agencies for high performance parallel
computing. Interactive rendering systems like WireGL [31] and computer aided film production also
rely on clustering to produce the required frames within reasonable time. Among all these applications,
cluster-based web server is the most popular. Many web sites are now equipped with “web server farm”
to cope with the huge demand of the visitors from all over the world.

In a cluster-based web server, all the machines are connected together and act as one single server to
the outside world. The aim is to fully utilize the resources within the cluster to obtain high performance
and scalability. In an ideal setting, web site administrators can add more computers to the cluster to
increase the server’s capacity. Cluster-based web servers have become commonplace in large web sites
and with the ever-growing web traffic, they will become more and more important to the Internet’s
infrastructure.

The aim has not been met, however. Lots of research effort has been putting into this area for
nearly a decade to achieve high performance and scalability. Many new technologies have been evolved,
but it appears that no system reported in the literature can fully utilize a cluster’s resources to achieve
the maximum possible throughput of the cluster. In fact, there are several challenges that we have to

overcome simultaneously to accomplish this goal. They are: efficient request distribution, fine-grained



load balancing, effective memory utilization, optimized processing of popular objects, and minimal

network resource consumption in coordinating the web server nodes.

e Efficient Request Distribution: A cluster-based web server can be composed of thousands
of nodes. There have to have a mechanism for the system to decide efficiently which node
should handle a particular request to fully utilize the available servers. Such mechanism is called
request distribution. There are three different approaches for this. In the Web-Client Scheduling
approach [36] and DNS approach [13], the web client will first find out which node it should
contact before sending out the request. This is a one-time cost because the client will use the
same node for subsequent requests. In the Dispatcher approach, a router called dispatcher located
in front of the web server nodes acts as the entrance to the cluster. All the request distribution
decisions are made at the dispatcher and the cost is incurred in every HTTP session. Request
distribution has to be as efficient as possible because it affects the client’s perceived performance
of the cluster. This is especially important to the Dispatcher approach because the overhead
in the dispatcher limits the maximum number of requests that the cluster can accept. In some
distribution mechanisms like LARD [38], the overhead is so large that the dispatcher can handle

at most ten web server nodes only.

¢ Fine-Grained Load Balancing: In persistent HTTP [24], a single TCP connection can con-
tain many HTTP requests. Traditional coarse-grained load balancing approaches, e.g. Layer-4
dispatching, that work at the granularity of connection are thus insufficient. A node that is idle
when the first request arrives can become heavily loaded when the later requests are sent to it
through the same TCP connection. Because of the connection-oriented nature of TCP, these
requests have to be handled by this loaded server. Load balancing at the granularity of HT'TP

request is therefore necessary to achieve high performance.

e Effective Memory Utilization: While clustering can provide a virtually unlimited aggregated
memory size, the memory is physically fragmented across the nodes. Most cluster-based web
servers depend solely on the file cache in each node to avoid expensive hard disk accesses. There
is no cooperation of the caches in the nodes. This will lead to poor performance because the
effective memory size of the cluster for caching the documents equals to the available cache
memory of a single node only. Maximizing the effective cache size thus plays an important role

in achieving high performance.

e Optimized Processing of Popular Objects: One of the characteristics of web server workload
is concentration of references [6, 7]. There is usually a small group of documents or objects that
are frequently accessed in a web server. Poor performance will result if these documents have to
be retrieved from the hard disk every time when they are requested. The system should be able
to determine which document is popular and keep it in the memory cache as long as it remains
'hot’. In contrary to maximizing the effective cache size, these popular documents should be
stored in more than one of the caches. Document partitioning strategies that do not consider
this will lead to hot spot in the cluster.

e Minimal Network Resource Consumption: Since each of the web server nodes in the cluster

is an autonomous machine, messages have to be exchanged among them for coordination and



performance enhancement. These messages range from short status or load queries to large cache
transfers. While message exchange is necessary for the normal operation of the cluster, they have
to be kept to minimum because these messages compete with the outgoing HTTP response for
the same network resource. Techniques like cooperative caching [21] that try to achieve high
performance by using network resources to avoid expensive disk accesses do not address this

issue and therefore the achievable throughput is limited.

As we have seen, failing to overcome any of these challenges will lead to poor performance and scalability
of the cluster. They have to be solved simultaneously in order to fully exploit the potential of the
system. However, some of these challenges can be in conflict with each other: replication of hot objects
reduces the effective cache size of the cluster, and fine-grained load balancing is usually achieved at
the expense of higher request distribution overhead. Addressing all these challenges with a balanced
solution is an important issue in achieving high performance for cluster-based web server.

Previous work in this area only concentrated in some of these challenges and left out the others in
their considerations. In this paper we introduce Cyclone, a cluster-based web server that addresses all
the mentioned challenges simultaneously by Socket Cloning (SC) [41] and the concept of hot object
replication [16].

Socket Cloning allows an opened socket to be moved efficiently between cluster nodes. This allows
fine-grained load balancing with low overhead. With SC, the processing of HI'TP requests can be
migrated to the node that has a cached copy of the requested document, thus bypassing any cache
transfer between cluster nodes. As a result, the effective cache size is increased and network resource
consumption is minimal. To further minimize the overhead in processing an HT'TP request, frequently
accessed documents (hot objects) are replicated to other cluster nodes by forwarding cached copies.
Trace-driven benchmark tests show that Cyclone outperforms existing approaches and can achieve a
throughput of 89.5 MBytes/s at 14575 requests/s, which is 98% of the total available TCP bandwidth,
with eight web server nodes.

The rest of this paper is organized as follows. In the next section, we present a detailed background
on the work of cluster-based web server, their advantages, and disadvantages with respect to the chal-
lenges discussed. In Section 3, we present the architecture of Cyclone and its two enabling mechanisms:
Socket Cloning and hot object replication. Benchmarks on Socket Cloning and Cyclone are reported
and analyzed in Section 4 and 5 respectively. We discuss related work in Section 6. Finally we conclude

and give some pointers for future work in Section 7.

2 Background

A pool of autonomous server nodes that are tied together to act as a single web server to the outside
world is called a cluster-based web server. It has become a common solution to high-traffic web hosting
in recent years because of its scalability and performance. Depending on the major strategy used to
achieve high performance, existing cluster-based web servers systems can be divided into two main
categories: dispatcher-based and server-based. In the dispatcher-based approach, client requests are
distributed to the web server nodes by the dispatcher to achieve load balancing and high throughput.

On the other hand, server-side approach uses some special caching mechanism at the server nodes that



can avoid excessive disk operations to improve the overall throughput. The rest of this section will

give a detailed overview of these two categories, their advantages, and problems.

2.1 Dispatcher-Based Approach

Dispatcher-based approach emphasizes on using request distribution to achieve load balancing. All the
packets from the clients to the cluster will first reach the dispatcher, which routes the packets to the
web server nodes based on some load balancing policies. There exist many mechanisms for request
distribution, which can be further divided into two categories, Layer-4 and Layer-7, based on the OSI
layer at which the distribution decision is made [14, 15].

2.1.1 Layer-4 Dispatching

In Layer-4 dispatching, distribution decision is made according to the IP address and TCP port number
of the client. The dispatcher does not establish connections with the clients; it only routes packets to
the chosen web server node, which establishes TCP connection directly with the client. Since TCP is
a connection-oriented protocol, the endpoints of a connection cannot be changed. The dispatcher thus
has to route all the packets in the same connection to the same web server node.

Layer-4 dispatching can be further divided into two sub-categories, Layer-4/2 and 4/3, depending on
how packets are routed to the web server nodes [28]. In Layer-4/2 dispatching systems, e.g. eNetwork
Dispatcher [32], packets are forwarded to the nodes by modifying the link layer (Layer 2) destination
address. All the web server nodes bind to the same virtual cluster address and they can send the
replies to the clients directly without passing through the dispatcher. In Layer-4/3 dispatcher like
MagicRouter [2], the destination IP address is altered to the chosen server node’s address with the IP
checksum updated. The dispatcher also acts as the gateway of the web server nodes. HT'TP response
packets are sent to the dispatcher, which changes the source address back to the cluster’s address,
computes the IP checksum and sends it out to the clients.

Both of the sub-categories achieve the same level of load balancing. However, Layer-4/2 dispatching
has a larger routing capacity. The dispatcher does not have to handle outbound packets, which are a
lot more than the inbound packets. In Layer-4/3 dispatching, the cluster’s throughput is limited by the
outgoing bandwidth of the dispatcher. On the other hand, in Layer-4/2 dispatching the dispatcher and
the web server nodes have to be connected within the same physical network. In a cluster environment,
this constraint has little impact since the nodes are likely to be connected via a high-speed local network.

Layer-4 dispatching is efficient due to its simplicity, but fine-grained load balancing is difficult to
achieve. Once a TCP connection is established, the two endpoints cannot be changed. When a node
becomes heavily loaded, there is no way to move existing connections to other less loaded machines.
The node has to handle the requests until the connections are closed. This problem becomes more
severe with persistent HT'TP. Multiple requests are sent within one connection and the least loaded
node can become heavily loaded later in the lifetime of the connection. With Layer-4 dispatching,

connections cannot be moved to another node to balance the load.



2.1.2 Layer-7 Dispatching

Layer-7 dispatching, often called content-based distribution, looks into the HTTP request to decide
which cluster node should serve a request. Since HTTP request is sent after the TCP connection is
established, the dispatcher has to first set up a connection with the client before it can parse the request
and made the distribution decision. After that, processing of the request is passed to the chosen web
server node. There are four different mechanisms that enable Layer-7 dispatching: relaying [34, 51|,
TCP splicing [5, 19, 45], relaying with packet writing [49, 50|, and TCP handoff [9, 10, 17, 38, 44].

Relaying: In relaying [34, 51], the dispatcher acts as the middleman between the clients and the web
server nodes. Clients establish connections directly with the dispatcher and send HT'TP requests
to it. After parsing a request and applying some content-aware load balancing algorithms, the
dispatcher sends this request to the chosen web server node via another connection. The web
server node then processes the request and sends the HTTP response to the dispatcher. The
received response is copied to the buffer of the connection with the client and sent out by the
dispatcher. While this mechanism is simple to implement, it suffers from low performance.
Copying of HTTP response between two connections causes large overhead because the size of
response can be very large and it can span across many packets. The dispatcher also limits
the rate that the cluster accepts requests and hence the resultant performance is reduced. In
addition, the maximum throughput cannot exceed the bandwidth of the dispatcher because all
the packets have to pass through it. IBM’s Web Server Accelerator [34] takes a step further by
performing caching at the dispatcher. When the dispatcher receives an HTTP request, it will
first try to find the document in its own cache to serve the request. Relaying is only needed when
it does not have the document in cache. Such technique is sometimes called reverse proxy. This

can greatly improve the performance of relaying, but the mentioned limitations still applies.

TCP Splicing: TCP splicing [5, 19, 45] is an optimization of the relaying mechanism. In relaying,
responses from the web servers have to be copied into the send buffer of the client’s connection.
TCP splicing eliminates copying of data and context switching by establishing a pipe between the
input and output buffers of the two sockets involved. The two connections are virtually linked
together. This can increase the forwarding efficiency, but the throughput of the cluster is still
limited by the dispatcher’s bandwidth.

Relaying with Packet Rewriting: This is another optimization of relaying [49, 50]. Before the
cluster starts, the dispatcher establishes some connections with the web server nodes. After the
dispatcher has set up a connection with the client and parses the HT'TP request, it will forward
the request to the chosen web server node through one of the already-established connections by
rewriting the TCP and IP headers of the packet. The rewritten packet appears exactly the same
as it is sent from the dispatcher. The web server node then sends back the HTTP response to
the dispatcher, which again rewrites the headers of the packet and forwards it to the client. This
is similar to Layer-4/3 dispatching, but the dispatcher has to establish connection with clients.
Since the packets can be rewritten just above the device driver layer, they do not have to traverse
up to the protocol stack as in TCP Splicing. This further reduces the time in forwarding HTTP

response from the web server nodes to the client. Since this is just an optimization of relaying,



it still suffers from the same drawbacks of relaying. Figure 1 shows the mechanisms of these

relaying variants.
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Figure 1: Mechanisms of Different Variants of Relaying

TCP Handoff: TCP handoff [9, 10, 17, 38, 44| takes another approach. After the request has been
parsed by the dispatcher, the connection endpoint at the dispatcher is handed off to the chosen
node, which then processes the request and sends out the reply directly to the client. This removes
the dispatcher from limiting the outbound bandwidth of the cluster. However, TCP handoff has
very high overhead, which limits its scalability. Experiment showed that a dispatcher can only
support a maximum of ten nodes [38]. Although a solution has been proposed in [10] to share the
dispatcher’s load among the web server nodes to lessen the problem, this in turn imposes more
work in the server nodes. The overall performance is thus still limited. To support persistent
HTTP, design issues of multiple handoff are briefly discussed in [9]. The main challenge is to
prevent the TCP stream from draining during the process of handoff. However, there is no
solution given. The lack of multiple handoff mechanism limits TCP handoff’s advantage over
Layer-4 dispatching in persistent HT'TP connections because only the first request in a connection
can be dispatched according to its content. Subsequent requests in the same connection are still

forced to be directed to the same server node, as in Layer-4 dispatching.

In all the discussed mechanisms of Layer-7 approach, every request is actually parsed twice: once in
the dispatcher and once in the web server. Establishing a TCP connection with each client and parsing
the HTTP request introduce large overhead, and the dispatcher can become a performance bottleneck
much more easily than the Layer-4 approach. This limits the use of such techniques in more complex
protocols or request formats. In addition, Layer-7 approaches are inefficient for small-size responses

where the dispatching overhead can be much larger than the actual transfer time of the replies.

2.2 Server-Side Approach

In server-side approach, the idea of cooperative caching has been relied upon for achieving high perfor-

mance [1, 16, 20]. Each web server node maintains a cache to store web documents. When an HTTP



request is received by a web server node, it will first look up its own cache for the requested document.
If it is there, the server will send out the cache to the client. Otherwise, it will ask other nodes in the
cluster to see if any one has the document in cache. A node that has the cache will reply and send
it to the web server node. The received cache is then sent to the client. If the document is not in
any cache, the node will retrieve it from hard disk to satisfy the client’s request. A mechanism called
cache forwarding (CF) is needed to transfer cached objects between the nodes. There are at least two
messages involved: the request for a copy from a peer node, and the reply. Since network latency in
modern local area network is much smaller than the latency of secondary storage, forwarding a small
object through the network is still faster than performing local disk I/O. However, cooperative caching
only works best for small-size transfers. Commodity SCSI and IDE hard disk has a throughput of
more than 100 MBytes/s nowadays while the most popular network is still 100Mbits/s Fast Ethernet.
As a result, reading a large file from local hard disk is probably more efficient than transferring a cache
through the network. CF also consumes network resources in the cluster, which will limit the overall

throughput.

2.3 Summary

Most of the commercial products for cluster-based web server follow the dispatcher-based approach
[18, 23, 25, 37]. A web switch or load balancer sits in front of the cluster and distributes the requests to
the web server nodes by Layer-4 or Layer-7 policies. Mechanisms similar to TCP splicing are usually
necessary for these switches to achieve Layer-7 load balancing without modification in the web server
nodes with the exception of Resonate, Inc., which offers a mechanism that is similar to TCP handoff
[39]. All these commercial products share the same advantages and drawbacks of dispatcher-based
approaches, however.

Table 1 summarizes existing mechanisms to achieve higher performance in cluster-based web servers.

3 Cyclone: A High-Performance Cluster-Based Web Server

It can be seen from the previous section that current cluster-based web server systems still suffer from
many drawbacks that limit their performance. In this section, we present the architecture of Cyclone,
a high-performance cluster-based web server that resolves the stated problems by a novel mechanism
called Socket Cloning (SC) [41] and the concept of hot object replication.

Socket Cloning is an efficient network support mechanism that enables an opened socket to move to
another machine for communication and computation on its behalf. When a web server node decides
not to handle a particular HT'TP request by some load balancing policies, it can clone the socket that
corresponds to the request to a more suitable node in the cluster. For example, instead of performing
local disk access, a node can clone the socket to a node that has the cache copy of the requested
document to serve a request. Efficient memory utilization is thus achieved. Cache forwarding is also
avoided by cloning a socket. This reduces network resource consumption. Moreover, SC supports
multiple cloning to provide fine-grained load balancing.

In addition to SC, Cyclone also relies on the concept of hot object replication to achieve high
performance. Frequently accessed documents, called hot objects, can be cached in several nodes.

Requests of hot objects can be served directly by any node that has a cached copy, instead of cloning



Dispatcher -Based

Server-Side

Mechanism Layer-4 Layer-7 Cooperative
Caching
Sub-category Layer-4/2 Layer-4/3 Relaying and its | TCP Handoff -
variants
Examples .
eNetwork LSNAT [42], | HACC [51], IBM | LARD |[38], Res- | p-Jigsaw  [16],
Dispatcher MagicRouter | Web Server Ac- | onate  Central | WhizzBee [48],
[32], LSMAC | [2] celerator [34], L5 | Dispatch  [39], | and [20]
28, 27, 26], [5], [49], and [50] | WARD |[17]
ONE-TP  [22],
SASHA  [29],
stateless DPR
[12, 11]
Advantages
Simple, Independent of Outbound Reduced disk
the back-end packets do not access,
Low Overhead, web server, have to pass
through the Larger total
High scalability. Simple to dispatcher. effective cache
implement, size.
Can act as a
PIoxy.
Disadvantages
Coarse-grained load Connection Connection Consumes
balancing, setup rate setup rate network
limited by limited by resources,
Content blind, dispatcher, dispatcher,
Does not work
No data partitioning, Throughput Very high well with large
limited by overhead, files,
Every server node has to dispatcher,

handle the whole set of web

documents.

High overhead,

Low scalability.

Low scalability,

Poor support in
persistent
HTTP.

Overhead in
maintaining
cache tables and
Dispatcher
-Based

consistency.

Table 1: Summary of Strategies in Cluster-Based Web Servers




the socket to one particular node. This can greatly improve the performance of serving hot objects.
Less frequently accessed files are still served by Socket Cloning, which is more efficient than existing
mechanisms. To minimize the impact of cache replication on the cluster’s effective cache size, we
impose a limit on the total memory size for replication.

There is no limitation on which dispatching mechanism to be used in Cyclone. Any mechanism
that is efficient enough can be deployed to distribute the request. The combination of this with Socket
Cloning and hot object replication is thus a high performance approach to cluster-based web server

that addresses all the problems stated in the Introduction simultaneously.

3.1 Socket Cloning

In this subsection, we will discuss the working mechanism of Socket Cloning and its use in Cyclone.

3.1.1 System Architecture

The architecture of Socket Cloning aims at providing an efficient and transparent network support
system for cluster-based web servers with the discussed problems resolved. For the simplicity of the
discussion, it is assumed that a Layer-4/2 dispatcher is used to distribute requests to the web server
nodes in the cluster. In fact, any other lightweight dispatching mechanism can also be used.

There are three components in Socket Cloning: SC Client, SC Server, and Packet Router. The

architecture is shown in Figure 2.
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Figure 2: System Architecture of SC

SC Client provides a system call interface to the web server software in the node. When a web
server decides to have another node to handle the request, it issues the system call provided by SC
Client to clone the socket. SC Client then packs all the relevant information of the opened socket and
sends it out to the SC Server in the remote node through a persistent connection. The whole message
is called SC Message. When the cloning system call returns, the web server treats the request as served
and processes the next request.

After receiving an SC Message, the SC Server will create a socket called clone. The states of the
clone and the protocol stack are then reconstructed according to the information in the SC Message.
HTTP requests received by the original socket are also placed in the clone’s buffer. The web server

software in this node will then treat the clone as an ordinary socket and process the requests in the



clone’s buffer. The clone is native to this node and subsequent packets will go through normal network
protocol stack. There is no extra overhead in processing the packets of a clone. Outgoing packets
of the clone are sent directly to the client. Upon a successful cloning, the SC Server will send an
acknowledgement back to the SC Client. It will then inform the Packet Router to route subsequent
packets for that socket to the clone’s node. During the execution, packets from the client will first
reach the original node and be routed to the clone’s node while packets to the client are sent directly
from the clone’s node. A triangular routing path is established. Furthermore, packets that contain
non-zero TCP payload are passed to the network stack of the original node as well as routed to the
clone. This ensures the clone will send the correct acknowledgement to the client.

After cloning, the original socket remains in its node. It will not be destroyed until the connection is
closed. The original socket prevents the TCP stream from draining in SC. When messages are received
during cloning, the original socket will receive them and copy it in a buffer. After the socket is cloned,
the buffer is forwarded to it. In this way, the TCP stream is prevented from losing messages. Figure

3 shows how a series of HT'TP requests are handled in the system.
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For comparison with other content-aware approaches, Figure 4 and Figure 5 show the logical flow
of how the same series of HTTP requests are processed in relaying and TCP handoff respectively.
In both cases, the client first has to set up a connection with the dispatcher, which then parses the
requests one by one. After that, the connection is relayed or handed off to the chosen web server. This
sequential request processing and heavyweight connection handoff or relaying impose a great limit in
cluster-based web server. In SC, requests are distributed by a Layer-4 dispatcher (or other lightweight
mechanisms, such as DNS approach [13]), which has very small overhead. Clients set up connection
with the web server nodes directly and the processing of different requests can thus be carried out in

parallel.
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Figure 4: Relaying and Its Variants

3.1.2 Triangular Implicit State Synchronization

The clone and the original socket have the same state right after cloning. However, the states of the
clone and the original socket can become different when the clone has sent out some packets. As the
original node will process further requests from the client, the states of the original and cloned socket
have to be synchronized. Packets sent from an unsynchronized socket will appear erratic to the client
and packet from the client will be treated as an abnormal one in such socket. The states of the sockets
thus have to be consistent before the original socket can take over control of the connection again to
serve subsequent requests in a connection.

Because of triangular routing, the original socket does not know what the clone has sent. As a result,
some mechanism is needed to update the states of the original socket to keep the states consistent. This
usually involves inter-node communications and may adversely affect scalability of the whole system.
In our system, explicit synchronization is not required. The Packet Router takes full advantage of the
acknowledgement received from the client to manipulate the state of the original socket so that the
states become synchronized after the acknowledgment is received at the clone’s node. Such implicit
synchronization removes all the inter-node communication for state information exchange. It allows
an efficient and scalable design for multiple-cloning without the need for explicit control, as we shall
see in Section 3.1.3.

Figure 6 shows an example on how the synchronization is carried out. At the beginning (0), the
original and the cloned socket have the same state (seq = nxt = 100). The state of the clone changes
(1) when it sends out a message to the client (2). After the message is received by the client (3), it will
send out an acknowledgement (4). The Packet Router, knowing the socket has been cloned, will look
into the contents of the packet and update the socket’s state accordingly (5). This step is done right

above the device driver level and does not involve the operation of the normal network protocol stack.
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The acknowledgement is routed to the clone’s node (6) by the Packet Router. This packet traverses
the normal network stack in the clone’s node and the states are updated (7). In this way, the states
of the original and cloned socket are synchronized without explicit communications between the two

cluster nodes. This reduces the overhead and improves the scalability of the system.

3.1.3 Persistent HTTP and Multiple Cloning

Handling non-persistent HT'TP with SC is simple: the original node just decides whether to clone
the socket by a mapping function. This function can be a hash function on the request, a load based
function, a cache location mapping, or any other load balancing policies used in existing systems. It will
either map the request to the node itself or another node in the cluster for processing. For persistent
HTTP, an efficient and scalable mechanism is provided for cloning the socket multiple times so that
every request is served by the node that has a cache of the document or the least load. Fine-grained
load balancing can therefore be achieved.

The requests in a persistent HT'TP connection are processed one after another in our system. When
a clone handles a request, the web server in the clone’s node will ignore the subsequent requests in
that connection and close the clone after sending out the reply. The web server in the original node
then handles the next request in that connection as if it is not in a persistent HTTP session: it can
either clone the socket again, or it can handle the request itself. This process continues until all the
requests within a connection have been handled. There is no limitation on the number of times that
a socket is cloned, as long as there exists at most one clone of a particular socket at any time. In this
way, multiple cloning is supported without the need to synchronize the web server nodes or to prevent

the TCP stream from draining during cloning.
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Pipelining of request [35] is also supported in this approach by noting the length of the requested
file by the cloning web server. This length is passed to the Packet Router by the cloning system call
as an option. With this length, the message size (HT TP header and response) that the clone will send
is computed. The Packet Router compares the acknowledged sequence number from the client and
this pre-computed message size. The web server in the original node is informed by the Packet Router
to process the next request when the whole reply has been acknowledged by the client. As the states
of the clone and original sockets are synchronized automatically, the original node can take over the
control of the connection right after the clone’s node has finished serving the request. This ensures
all the requests within a connection are served properly and efficiently without explicit control of the
nodes.

Figure 7 summarizes the workflow of a cluster-based web server with Socket Cloning for a non-

pipelined persistent HT'TP connection.
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3.1.4 Summary of Socket Cloning

There are several advantages of SC in cluster-based web servers:

1. The cloned socket can send packets directly to the client and outbound packets do not need to

be forwarded to the original node first as in the relaying and Layer-4/3 approaches.

2. With SC, the processing of HTTP requests can be migrated to the node that has a cached copy
of the requested document, thus bypassing any cache transfer between cluster nodes. As a result,

the effective cache size is increased and network resource consumption is minimal.

3. Once cloned, the socket becomes native to the node and no extra network processing layer or

wrapper is needed.

4. Multiple cloning of the same socket is allowed in Socket Cloning, which makes it possible to

achieve fine-grained load balancing in persistent HTTP.

5. SC also has much lower overheads and thus higher scalability than the other approaches, as we

shall see in later section.

Despite of the advantages of SC in cluster-based web servers, failure of server node will affect all the
clones originated from it, as packets from the clients cannot be forwarded to the clones. This problem
can be solved by monitoring the activity of the web server nodes at the dispatcher. When it receives
no activity from a server node, it considers the node has failed and asks the remaining nodes to sent
it the TCP ports and IP addresses of the clones originated from the dead node. The dispatcher then

updates its routing table so that packets from the clients will be forwarded to the clone’s node.

3.2 Hot Object Replication

In addition to Socket Cloning, Cyclone relies on the concept of hot object replication to achieve high
performance by optimized processing of popular objects. Web server workloads are found to have a
high concentration of references to a small group of documents [6, 7]. Only some of the documents
in the web server are accessed frequently, while most of them are rarely requested. Analyses show
that around 10% of the distinct documents are responsible for 80-95% of all requests received by the
server in some workloads. Based on this observation, it is desirable to have those frequently requested
documents, called hot objects, stored in the memory caches of some of the cluster nodes. The work
needed to serve them is therefore shared. This provides better load balancing because some of the hot
spots are removed. Throughput of the cluster is also improved, because the nodes can send the hot

objects to the clients directly from it own cache.

3.2.1 Design of Hot Object Replication

Each web server node maintains a pre-allocated chunk of memory to store the replicated hot objects.
This memory area is called hot object cache and is solely for storing replicated objects. Its size is
relatively small to the system’s memory because popular objects are concentrated in a very little set

of documents. This has two advantages. First, the reduction of effective cluster memory size due to
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replication is minimized. Second, the impact of preallocated memory on the system is also decreased
as it leaves more space for both the kernel and user processes.

The general algorithm used in hot object replication is as follows. Each web server node maintains
its reference counts of the set of documents that it is responsible for. This set includes the objects
that are mapped by the function in Socket Cloning and the replicated objects that are stored in the
node’s memory. When the reference count of an object exceeds a predefined threshold, the document
is considered 'hot’ and will be replicated to other nodes by forwarding the cached copy. The forwarding
mechanism is similar to cache forwarding in cooperative caching. When a web server node clones a
socket that corresponds to a request for a hot object, the clone’s node will send back the acknowledge-
ment of cloning together with the cache copy of the document. It will then put the received copy in
the hot object cache. Subsequent requests for that document are served from the node’s cache. In this
way, the document will eventually be replicated to all the nodes. Since all the nodes have a copy of the
document, the reference count of it can be estimated in each node by incrementing with the number
of replications, instead of one when it is requested. This eliminates the need to exchange messages for
reference count updates of the replicated documents.

The cache replacement policy used in the hot object cache is LFU (least-frequently-used) with
aging. All the reference counts of the documents are scaled down by an aging factor periodically.
Documents that have built up high reference counts but rarely requested later can then be replaced
more quickly. When a cache is evicted, all subsequent requests for that document will be handled by

cloning the socket until it is added back to the cache again.

3.3 Prototype Implementation

We have implemented a prototype of Socket Cloning and hot object replication in Linux, kernel version
2.4.2. The network stack has been modified so that the clone (a socket) can be created without a real
TCP three-way handshaking. This allows SC Server to perform a fake handshaking that does not
involve packet exchanges to initialize the data structures of the network stack and the clone. A flag is
also added to the socket’s structure to differentiate a normal socket from a cloned socket. This is to
avoid a clone to clone itself again. Normal network operations are not affected and applications are
unaware of the change. SC Server, SC Client, and the Packet Router are all implemented as kernel
modules. These modules have to be loaded in all the cluster nodes before any application can clone
a socket. When the system starts, SC Client connects to the SC Servers in the other nodes of the
cluster. All the SC Messages and cache copies are sent through these connections without the need to
start a new one for each message. We have also modified kHTTPd [33], a kernel-based web server, to
make use of the SC facilities.

Each web server node allocates a predefined size of memory to serve as the hot object cache.
Currently, the size is 12 MBytes in a node with 128 MBytes of main memory. Such a small cache space
reduces its impact on the cluster’s effective memory size and it leaves more available memory to the
system. The hot object cache is preallocated when the node boots up by an allocator module written
by Alessandro Rubini [40] which allocates contiguous memory areas at the end of the physical memory.
Arbitrarily large chunk of memory can be returned from this region to store the cache objects. These
chunks are made available to the kernel space by ioremap(). Compared with the upper bound of 128
KBytes that get free pages() and kmalloc() can return, this approach provides better support for
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large objects.

4 Micro-Benchmark of Socket Cloning

Socket Cloning plays an important role in achieving high performance in Cyclone. Its performance
highly affects the cluster’s throughput. To evaluate the performance of Socket Cloning, we have carried
out tests with three content-aware mechanisms: SC, cooperative caching, and LARD [38]. Cooperative
caching is implemented in kernel space in Linux for comparison because both LARD and SC run in
kernel space. LARD is obtained from the project’s homepage [8] and runs in FreeBSD 2.2.6.

4.1 Test Environment and Methodology

The tests were carried out in two two-node clusters: an Intel Pentium IT 300MHz cluster and an Intel
Pentium III 733MHz cluster. The cluster nodes and test client are connected via a Fast Ethernet
switch. LARD is only tested in the 300MHz cluster due to some compatibility problems with the
733MHz cluster. In all the systems, a simple HT'TP server is run.

In this test ApacheBench [4], a simple benchmark from Apache HTTP Server’s source, was used.
It measures performance by retrieving a single document repeatedly. The tested mechanism was
applied to every request and the throughput of the whole system in terms of connections per second
was measured. For example, in the test with cooperative caching, cache forwarding (CF) is always

performed. Figure 8 illustrates how these tests were carried out.

request response requesi
response

Front-end \TCP handoff cache request

Socket Cloriing, VP Server Web Server | « | Web Server
cache reply
Tests with LARD and SC Test with Cooperative Caching

Figure 8: Micro-Benchmark Test

Since a single thread of ApacheBench was run in the tests, the reciprocal of the measured perfor-
mance (connections/s) is the total time taken for a complete request-response pair. The overhead of a
tested mechanism can thus be computed by subtracting this time from the time of a single web server

running in the same environment.
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4.2 Performance Analysis

It is found that Socket Cloning has the least overhead. The total overhead in sending the SC Message
and setting up the clone is measured to be 134 us in a Pentium II 300 node and 46 ps in a Pentium
III 733 node, whereas it is 194 us for Pentium II 300 machines in LARD. One may argue that these
numbers depend on the operating system and do not represent the true cost. To minimize the effects
of the different underlying environments and compare the relative overhead of the three mechanisms,
a metric called normalized efficiency is used. To compute the normalized efficiency, throughput of the
tested mechanism is first obtained. It is then divided by the throughput of a single web server running

in the same environment. Figure 9 shows the result.
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I SC 300Mhz - ]
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File Size (bytes)

Figure 9: Normalized Efficiency

When the requested file is small, the startup cost of a mechanism is the main contributor of the
decreased efficiency. The smaller normalized efficiency achieved in LARD shows that it have larger
startup cost than the other two mechanisms.

In cooperative caching, the major cost is in cache forwarding. There are two messages involved in
each CF': one is the request for a cache copy and the other is the cache reply. The normalized efficiency
stays about the same for files of less than one kilobyte. It gradually drops to about 50% when larger
files are transferred because the time to forward the cache becomes more significant. This shows the
drawback of cache forwarding. The requested file is actually sent twice, once in cache forwarding and
once in the reply. The crossover point of CF and LARD is about 3 kilobyte, which is similar to the
result in [9)].

In both of LARD and SC, there is a triangular routing path between the client and the request-
handling web server node. Client packets have to be routed by an intermediate forwarding node in

the cluster to reach the web server node while response packets are sent directly to the client. The
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overhead in forwarding client acknowledgements thus becomes more significant in large response. In
LARD, the IP address and TCP port number in the client packets have to be modified in both of
the front-end and the handed off nodes. This adds extra delays in every client packet. As a result, it
can only achieve less than 80% normalized efficiency. In SC, the Packet Router acts as a Layer-4/2
dispatcher and the clone’s node does not have to modify the received packets. This scheme has lower
overhead and SC is able to achieve nearly 100% normalized efficiency for large files.

Note that in real systems, SC or CF does not have to be carried out in all requests. If the node
that the web client connects to has a cached copy of the document, then SC or CF is not necessary.
Such situation can be increased if there are replications of cache copies in the cluster. On the other
hand, the cost of TCP handoff has to apply to every connection in LARD because all the clients must

establish connection with the front-end.

5 Trace-Driven Benchmark

We have also carried out trace-driven benchmark with cooperative caching (CF), SC alone, and Cyclone
by replaying log files. Two cache replacement policies, LRU and LFU, were used in cooperative caching.
CF with the hot object replication mechanism used in Cyclone (CF-REP) was also tested. It used LFU
for non-replicated objects. LVS [46] with round-robin (RR) request distribution using direct routing,
a Layer-4/2 mechanism, was tested as well for comparison. LVS was also used to distribute requests
to the web server nodes in CF and SC. The mapping function used in SC is a hash function of the
HTTP request. In all the tests, kKHTTPd [33] ran in each of the server nodes.

5.1 Test Environment

Our testing environment consists of 1 to 8 web server nodes and 19 client nodes. All the machines are
connected to a single Fast-Ethernet switch. Each of the servers has a 733MHz Intel Pentium III CPU
and 128MB of main memory. Each client node runs http load [30] with 2 concurrent connections.
Http_load is modified to replay the log in order, rather than using the requests in the log randomly.
All the files are stored in a 6-way SMP server connected in the same LAN and all the web servers
mount the web documents by NFS.

The log file used is collected by the Computer Science Division, EECS Department, of UC Berkeley
[47]. It recorded all the web accesses of the Division’s website in January 2001. In our extracted log
file, there are 74820 unique files with a total size of about 650 MB. The total number of requests is
3912120 and the average size of the requested documents is 7 KBytes.

Figure 10 shows the cumulative distributions of request frequency and size of the two log files. The
distributions are similar to the general characteristics of web server workload [7, 6]. Hence, the result

of our tests is representative for most of the real-life situations.

5.2 Benchmark Results and Performance Analysis

Figure 11 shows the results of the tests. The line Ideal in the figure is the total network bandwidth of
the cluster. This is the limit of how much throughput one can get from the cluster and serves as an

absolute reference point for the performance of the tested scheme.
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5.2.1 Throughput

In the tests with less than eight nodes, the total size of the documents is larger than the sum of the
memories in all the cluster nodes. The performance of a web server thus depends on how efficiently
the memories of the nodes are used to avoid disk access. In these tests, throughput of RR does not
scale with the number of web server nodes. The inefficient use of the memory in the cluster limits its
scalability. Cooperative caching using LFU as the cache replacement policy has similar performance to
the one that uses LRU. SC and CF-REP have similar performance with CF in the tests of two and four
nodes. This is because of the small average document size. Retrieving a small file from the hard disk
has much more overhead than transferring it to the client through the network. The total disk latency
thus takes a large portion of the time of these tests and hence the benefits of SC and replication are
hidden. The advantage of SC and CF-REP starts to show up with four nodes and SC outperforms CF
by a large margin in the eight-node test.

In the eight-node test, there is no disk access in all the system except RR, because their total
effective cache sizes are larger than the total document size. In this case, the difference in performance
is completely due to the relative overhead of the schemes. In RR, a Layer-4 request distribution scheme,
the effective cache size does not increase with the number of nodes in the cluster, which leads to very
poor scalability of performance. Cooperative caching with LFU and LRU achieve similar performance
because there is no replacement. CF-REP brings more performance improvement in this test than
the LARGE test because of the smaller average file size. Cache forwarding is more efficient and the
benefit of replication is thus more significant. However, CF-REP’s performance is still inferior to SC
and Cyclone. SC achieves 90% improvement over the performance of cooperative caching because of
its lower overhead. With the efficiency of SC and hot object replication, Cyclone achieves nearly twice
the throughput of SC alone and is able to obtain a throughput of 14575 requests/s (89.5 MBytes/s),
which is about 98% of the available bandwidth of the cluster.

5.2.2 Efficiency

Figure 12 shows the efficiencies of these systems in the test. Efficiency is computed by dividing the
system’s throughput by the total available bandwidth of the cluster. This is an absolute indication
of the cluster’s performance. It represents the overall utilization of resources. With 98% efficiency,
Cyclone accomplishes the goal of achieving high performance. Such performance cannot be achieved
by CF and RR. Cache forwarding consumes too much network resources. In RR, memory is used
inefficiently as described before. These drawbacks are reflected in the flat and decreasing efficiencies
of CF and RR respectively. It is interesting to note that although the throughput of CF increases
with the number of cluster nodes, its efficiency stays about the same. In CF-REP, SC, and Cyclone,

efficiency keeps increasing.

5.2.3 Response Time

The average response times of the systems are shown in Figure 13. The response time is the time taken
by the web server to return the first byte of the document after receiving the client’s request. This

measures the “latency” of the web server.
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In RR, there is little effect on reducing the response time with more than 2 nodes. This is largely
due to the inefficient use of memory as discussed previously. All the CF systems have very long response
time, especially when the cluster size is small. This is because of cache lookups and maintenance. The
cache size of the cluster is much smaller than the total document size with a few nodes. Cache hit rate
is low and therefore, searching for a cache copy in the peer nodes will usually fail. These ineffective
lookup messages consume both network and computation resources and increase the response time of
the system. When more nodes are added to the cluster and the cache hit rate increases, the response
time shortens. CF-REP further reduces the number of lookup messages. It is still longer than SC and
Cyclone, because of the extensive use of inefficient cache forwarding. The slow response of CF systems
also explains partially why their performance lags behind those of SC and Cyclone.

Although Cyclone has much higher throughput than SC, it has longer response time. Each node
in Cyclone has to maintain its hot object cache and forward caches to other cluster nodes. These are
overheads to the system and they increase the response time by less than 1 ms in most cases. With

the large performance gain, we believe such small overhead is justified.

6 Related Work

A lot of effort has been made in cluster-based web server to achieve high performance. However,
previous systems only address one or two of the challenges that we have discussed.

In the Layer-4 dispatching approach [2, 22, 26, 29, 32, 42|, request distribution is efficient. The
dispatcher essentially acts as a router of web traffic by re writing packets. The overhead is small and
is largely hidden by the latency of the Internet. Although this is a scalable approach, there is no
cooperation among the web server nodes in the cluster. This leads to poor utilization of the cluster’s
memory. In addition, only coarse-grained load balancing can be achieved as request distribution is
done at the TCP connection level. In Cyclone, Layer-4 approach can be used to distribute connections
to the web server nodes, but the problems with it are solved by Socket Cloning. Cooperation of cluster
nodes to efficiently utilize the cluster’s memory is achieved by cloning a socket to the node that has
a cache copy of the requested document. Fine-grained load balancing is realized by the support of
multiple cloning. Replication of hot objects also helps to achieve high performance.

Layer-7 dispatching [17, 34, 38, 51] tries to solve the problem of ineffective memory utilization in its
layer 4 counterpart. The dispatcher is able to parse the HT'TP request before making the distribution
decision. Requests of the same document are dispatched to the same node, which essentially partitions
the web documents into several sets and increases the effective cache size. This requires the dispatcher
to terminate the TCP connections with the clients and renders it to become the bottleneck of the
cluster. Although there are several optimizations to Layer-7 dispatching [5, 19, 45, 49, 50], they only
reduce the overhead in processing outbound packets. Dispatcher is still the only one in the cluster that
actually sets up connections with clients. This limits the cluster’s capacity. On the other hand, Cyclone
does not depend on any particular dispatching methodology to achieve efficient memory utilization.
Any request distribution scheme can be used to minimize the impact of the dispatcher.

The idea of cooperative caching [21] is applied to increase memory utilization in other systems
[16, 20, 48]. The memories in the cluster nodes are treated as a single cache. When a web server node

does not find a requested document in its own memory cache, it will ask other nodes for a cache copy.
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If a node has it in cache, it will send the document to the web server node, which then forwards it
to the client. While such approach can achieve effective memory utilization, it consumes too many
network resources. In Cyclone, the socket is cloned to the node that has the cache copy. There is no
actual cache transfer. As a result, Cyclone consumes much less network resources than systems with

cooperative caching.

7 Conclusions
This paper has the following contributions:

1. The challenges that cluster-based web server has to overcome simultaneously to achieve high

performance are identified.

2. A new cluster-based web server, Cyclone, which employs Socket Cloning and hot object repli-
cation to solve these problems is presented. This is the first system that addresses all of these
problems at the same time. With eight nodes, the cluster can achieve a throughput of 14575 re-
quests/s (89.5 MBytes/s) and the obtained efficiency is 98%, which is much higher than existing

works.

3. An efficient and lightweight mechanism for Socket Cloning is proposed which incurs less overheads
and system resources than existing approaches, such as TCP handoff and caching forwarding.

This leads to a superior performance of our system.

4. We have also presented how multiple cloning is done to support fine-grained load balancing in

persistent HT'TP connections without synchronization and TCP stream drainage problems.

5. The performance metric on efficiency is introduced. This provides a new perspective on the real

effects of up-sizing a cluster to the resultant performance.

We have discussed that a cluster-based web server has to meet the presented challenges simultaneously
in order to achieve high performance. This is illustrated by the sub-optimal performance achieved
when only SC is used. SC solves these problems except the processing of frequently accessed files.
Although its performance is better than the cooperative caching approach by 90%, higher efficiency
cannot be achieved even when all the documents are cached in the memory of the cluster. The sub-
optimal performance achieved by cooperative caching with replication (CF-REP) also supports this
argument. CF-REP attacks all the problems but consumes too much network resources. Leaving this
unsolved leads to low throughput in the tests.

With these problems solved by SC and hot object replication in Cyclone, 98% of the total available
bandwidth is achieved. This shows the importance of meeting all the challenges at the same time;
leaving any of them unsolved will bring significant limitation to the resultant performance of the
system. This has not been addressed in previous work and this leads to their inferior performance.

There are still some other optimizations left to be explored. For example, in persistent HTTP, the
clone’s web server can also parses the next request instead of closing the clone after serving a request.
As a result, socket does not have to be cloned again if the next request is then determined to be

handled by the clone’s node. This will increase the load of the web servers, however, because both of
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the original and clone socket parse the request. In addition, sockets can be pre-cloned in several nodes
for processing the different requests within a pipelined persistent HTTP connection. Requests handling
can thus be overlapped. When a web server has finished sending out the response, it can inform the
clone in another node to serve the next request. The next response can thus be sent out immediately
by that node without the latency in cloning the socket. While this can improve the performance, this
will require more sophisticated protocols among the components in the Socket Cloning architecture.
Although this paper concentrates on cluster-based web server, we believe similar challenges still
apply to other simple cluster-based network services such as ftp and web proxy. Architectures similar
to Cyclone can provide a high performance solution to such service. In fact, Cyclone can easily be
modified to become an efficient reverse proxy. we also believe that Socket Cloning can be beneficial
to other computing paradigms, such as peer-to-peer networks. In peer-to-peer systems, forwarding
of large messages host by host is a common way of delivering contents. With SC, forwarding is not
necessary. A socket can be cloned to the communication endpoint that receives or sends the messages.
Intermediate forwarders are no longer needed and the messages are exchanged in a direct point-to-point
manner. This may require some modifications of the current design of SC and we are currently engaged

with investigating such systems for possible solutions.
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