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Abstract—In peer-to-peer (P2P) live streaming applications It only becomes more challenging when coexisting stream-
such as IPTV, it is natural to accommodate multiple coexisting ing overlays are considered, sharing the available upload
streaming overlays, corresponding to channels of programming. bandwidth in the peer-to-peer network. Consider a typical

In the case of multiple overlays, it is a challenging task to - h ltiol f diff t |
design an appropriate bandwidth allocation protocol, such that scenario where mulliple peers irom dilierent overiays are

these overlays efficiently share the available upload bandwidth in conflict with one another, competing for limited upload
on peers, media content is efficiently distributed to achieve the bandwidth at the same streaming server or upstream pees in th

required streaming rate, as well as the streaming costs are network. Apparently, the allocation of such upload bandkwid
minimized. In this paper, we seek to design simple, effective needs to be meticulously mediated with appropriate stiegeg

and decentralized strategies to resolve conflicts among coexisting . - L
streaming overlays in their bandwidth competition, and combine and media content needs to be efficiently distributed, sah t

such strategies with network coding based media distribution to the streaming rate requirement of each overlay is satistied a
achieve efficient multi-overlay streaming. Since such strategies of all participating peers. It would be best if, at the same time
conflict are game theoretic in nature, we characterize them as fajrness can be achieved across different overlays, artd 0bs

a decentralized collection of dynamic auction games, in which streaming €.g., latencies) can be minimized. It goes without

downstream peers bid for upload bandwidth at the upstream - ; . . .
peers for the delivery of coded media blocks. With extensive saying that if such tactical strategies are not implemented

theoretical analysis and performance evaluation, we show that the conflict among streaming overlays may not be resolved
these local games converge to an optimal topology for eachsatisfactorily.

overlay in realistic asynchronous environments. Together with In this paper, we seek to design simple, decentralized,
network coding based media dissemination, these streaming 1 nonetheless effective tactical strategies to resolerent
overlays adapt to peer dynamics, fairly share peer upload bandwidth conflicts among coexisting streaming overlags, a
bandwidth to achieve satisfactory streaming rates, and can be ~< - ) o " '
prioritized. utilize network coding to achieve efficient media content
distribution. For this purpose, we characterize the badtwi
conflicts in a game theoretic setting, wittynamic auction
games Such games evolve over time, and involve repeated
auctionsin which competing downstream peers from different
I. INTRODUCTION overlaysbid for upload bandwidth at the same upstream peer,

Peer-to-peer streaming applications have recently becoffibthe streaming of me_dla blocks coded with network coding.
a reality in the Internet [1], [2], [3], in which large numiser _In these dynamlc_ auction games, an upstream peer allocates
of peers self-organize into streaming overlays. It is redturts upload bandwidth based on bids from downstream peers,

to consider multiple coexisting streaming overlays (S andl 'aI downstream peer ?ayhoptlmme an_d placije étsblb|dks t.o
in such applications, each of which corresponds to a chanfef F'p N upztreabm peers It at have mnovat;yel coded H;CES !
of television programming or live events. Generated with esires, and su s_equenty ComPe_te in multiple auctionsh Ea
modern codec such as H.264, each overlay distributes a | ethese auctions is locally administered, and leads tonpfea
media stream with a specific streaming rate, suchl@®

ecentralized strategies.
Kbps for a Standard-Definition stream ah@00 Kbps for a

With extensive theoretical analysis and performance evalu
480p 848 x 480 pixels) High-Definition stream. To meet suchiion using simulations, we show that these decentralizetega
exactingdemandsof bandwidth that have to be satisfied a

heoretic strategies not only converge to a Nash equilitoriu
all participating peers, a streaming overlay relies onlafe

Index Terms—Distributed networks, distributed applications,
peer-to-peer streaming, bandwidth auction, multiple overlays

ut also lead to favorable outcomes, in realistic asynabuen

upload bandwidtlsuppliesof both dedicated streaming Servergnonnmehts: we are E.lble to (?bta|_n ar? optimal ;opology for
and regular participating peers. Smooth streaming playba%ac coeX|st|_ng. streaming overay, In the sense t. a.t stngam
is not possible unless suckupplies meet the demand for rates are satisfied, and streaming costs are minimizedeThes
streaming bandwidth, and efficient media distribution sche topologies of coexisting overlays evolve and adapt to peer
is applied dynamics, fairly share peer upload bandwidth, and can be
' prioritized. In contrast to existing game theoretic apples

This work was supported in part by Bell Canada through ité Baiversity  that are largely theoretical in nature, we show that our pro-

Laboratories R&D program. posed strategies can be practically implemented in raalist
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Fig. 1. Two concurrent P2P streaming overlays: an example. Fig. 2. Decentralized auction games in the example overlays.

streaming overlays, and can be seamlessly integrated Wwithie the network, consisting of one or multiple bootstrapping
ficient media distribution based on network coding to preduservers. The mechanism assigns a certain number of existing
a complete conflict-resolving multi-overlay streamingtpoml peers in an overlay as neighbors to each new peer upon its
design. Indeed, our focus in this paper is not on reasonijaning, and maintains the number of neighbors for each peer
about the rationality and selfishness of peers, nor on ineentduring streaming upon peer dynamics. The applicationrlaye
engineering to encourage contribution. We seek to devikeks between peers in each overlay are established based on
practical strategies that may be realistically implemeéngand their media content availability during streaming.
use game theoretic tools only to facilitate the design ohsuc Let S denote the set of all coexisting streaming overlays
conflict-resolving strategies. in the network. The topology of each overlaye S can be

The remainder of this paper is organized as follows. Imodeled as a directed gragh = (Vs, N, As), whereV, is
Sec. I, we present our system model and motivate the desife set of servers serving overlay N represents the set of
of distributed auction games for resolving bandwidth cotsli participating peers, and denotes the set of application-layer
In Sec. lll, we discuss the bidding and allocation strategidinks in overlays. Let R, be the required streaming rate of
and establish their equilibrium using game theory techesgu the media stream distributed in overlayLet V be the set of
In Sec. IV, their convergence to the optimal bandwidth alocall streaming servers in the networike., V = U,csVs, and
tion is analyzed in both asynchronous and dynamic envirof’ be the set of all existing peerse., N’ = U,esN. Let U;
ments, and their practical implementation with networkingd denotes the upload bandwidth at péevi € V U N.
based media distribution is discussed. Sec. Vis dedicatadt  Realistically, we assume that the last-mile upload bantwid
in-depth study of the proposed strategies in realistidrggtt on each peer (including servers) constitutes the “suppfy” o
with respect to interactions of multiple dynamic streamingandwidth in the overlays,e., bandwidth bottlenecks lie at
overlays. We then discuss related work and conclude ther pafie peers rather than at the core of the overlays. In additien

in Sec. VI and Sec. VII, respectively. assume that the download bandwidth of each peer is sufficient
to support the required streaming rate(s) of the overlag(s)
Il. MULTI-OVERLAY STREAMING MODEL participates in. This represents a practical scenario,e@ssp

with insufficient download bandwidth for an overlay will oo
quit the overlay and may join another overlay with lower
This paper considers a P2P live streaming network includisgreaming rate requirement.
multlplg coexisting streamnjg oyerlays, each consistirig g Auction game model
streaming servers and participating peers. Each server may
serve more than one Over|ay, while each peer may a|soTO resolve the bandwidth conflict on its Upload link, each
participate in multiple overlay. Fig. 1 shows an example ofUpstream peei in the network,vi € V U N, organizes a
two coexisting streaming overlays, each with two streamirffynamic bandwidth auction gameeferred to as auction In
servers and four participating peers. auction i, the “goods” for sale is the upload bandwidth of
In each streaming overlay, participating servers and pe§@eri with a total quantity oft;, and the players are all the
form a mesh topology, in which any peer is served by idownstream peers of peéin all overlays it partmpat‘es in. ITet
upstreampeers (servers can be deemed as special upstrediniepresent peef in overlay s. The set of players in ?UCUOH
peers), and may serve one or madewnstreampeers at ¢ €an be expressed dg°,Vj : (i,j) € As,Vs € S} % As
the same time. The peers server each other by exchand#@§h Peer in an overlay may stream from multiple upstream
segments of media data in the streaming channel, whigRers in the overlay, a playg® may concurrently bid for
are received and cached in their local playback buffers. THBload bandwidth in multiple auction games, each hosted by
playback buffer at each peer represents a sliding window @#€ upstregm peer. . .
the streaming channel, and contains segments to be played ihhe auction games at the peers are dynamically carried out
the immediate future. in a repeated fashion to resolve bandwidth conflicts ovee.tim
With respect to the construction of each overlay, we comsidé €achbidding roundof auctions, each player submits its bid
there exists a standalone neighbor list maintenance mischant® Peeri, declaring its requested share of upload bandwidth, as
well as the unit price it is willing to pay. The upstream péer
1A practical scenario of this case is that users behind a sateavaya may
watch different channels, while they appear as the sameitylépéer) in the 2Note that in case a downstream pegeparticipates in multiple overlays,
Internet with one same external IP address. it is viewed as multiple players, each for one overlay.

A. Network model and assumptions



then allocates shares of its upload capadity,to the players following formula:
based on their bids. Let;; denote the upload bandwidth that

s __ . s L s’
playerj* requests from peer andp;; denote the unit price it aj; = min(z3;, U; Z @),
is willing to pay to peeri. The bid from player;® in auction PR =ik 50
i can be represented aduple b; = (p;;, ;). Vji:(i,5) € As,Vs € S. (2)

Such a distributed game model can be illustrated with t

example in Fig. 2. In the example, there existuction games, %e Bidding strategy

two of which are marked: auctioh at v; with 5 players3! In each overlays € S, a peerj may place its bids to
(peern3 in overlay1), 5', 52, 6! and62, auction2 at vs, with multiple upstream peers, that can supply innovative coded
4 players4?, 5!, 52 and 7!, respectively. blocks to it. As a common objective, it wishes to achieve

Seamlessly integrated with the distributed bandwidth aufl® required streaming rate for the overlay, and expergence
tions, a dissemination scheme based on the state-of-the®jlimum costs. We consider two parts of costs when peer
framework of streaming with network coding ([4], [5], [6§ i Streams from peerin pverlays: streaming cost — denoted .by
employed to distribute coded media content among the pe&fgaming cost functiod; (x7;) — represents the streaming
in each overlay. Based on network coding, a downstream pédncy actually experienced by bidding cost — calculated
in each overlay bids in the auction at one upstream peer oRY P;;%7; — represents the bid pegrsubmits to peet in
when the upstream peer can supply it with innovative cod@yerlays. The bidding cost reflects the degreecoimpetition
blocks for the overlay, and the allocated bandwidth in trfgddemandfor bandwidth in the auctions at upstream peers.
auctions is efficiently utilized to deliver such coded blsck The overall cost at playei* is the sum of the two parts from

We leave the related detailed discussions to Sec. Iv-c.  all its upstream peersji : (i, j) € As. _ o
In this way, the preference for playef in deciding its

bids in the auctions can be expressed by the following cost
lIl. THE BANDWIDTH AUCTION GAME minimization problem. Practically, each cost functidd;;
Rﬁould be non-decreasing and its value increases mordyrapid
when the requested bandwidtfy, is larger (.e.the property of
nvexity). Therefore, without loss of generality, we amsu
e cost functions are non-decreasing, twice differetdiaind
strictly convex.

In this section, we present the auction strategies to reso
bandwidth conflicts in multi-overlay streaming, includitige
allocation strategy taken by an upstream peer and the lgdd
strategy by downstream peers, and establish the equitibri
of the distributed auctions from the game theoretical point

view. Bidding j*:
A. Allocation strategy min ('2)2,4 (D3; (x3;) + pi;s;) 3)
2:(2,7 s

In auctioni, the seller, upstream peéraims to maximize subi
: T . ject to
its revenue by selling its upload bandwidth at the best S i ivea T35 > R, 4)
prices. Given bid$s; = (p;;, z;)'s from all the players;*® "("J)es >g - Vit (i) e A )
V5 : (i,j) € A5, Vs € S), upstream peei’s allocation Tig = U i1 (1] s

strategy can be represented by the following revenue maxi-The bidding strategy of playej® consists of two main
mization problem. Hereg;; (Vj: (i,7) € As,Vs € S) is the  components: bandwidth requests and price adjustments.
bandwidth share to be allocated to each downstreamzjper 1) Bandwidth requestsif the bid pricesp;;'s are given, the
each competing overlay. requested bandwidths at playgrtowards each of its upstream
Allocation i: peers in overlay, i.e., x5, Vi : (i,7) € As, can be optimally

i

o s decided by solving the probleBidding j*. This can be done
maXZ ' Z Dijaij @) efficiently with a water-filling approach, in which playgf
$€S ji(i,j)EAs acquires the required streaming rdte by requesting from
subject to upstream peers that incur minimum marginal costs:
Yees Diigyen, 4 < Ui, Let f; (x) denote the overall cost at playgf, i.e., f;(z) =

Vi (i,j) € Ay, Vs € S. 2iipea, (Df(5;)+pi;25;). The marginal cost with respect

wis L D;j(xfj) + pj;. Beginning withz;; = 0

to 5
Such an allocation strategy can be achieved in the following. . . da; . ” s .
fashion: ng : (4,7) € As), the player identifies one;; that achieves

. . . the smallest marginal cost and increases the value ofitfis
Upstream peei selects the highest bid price,g, p;; from g h

S S H 1 /S S H 1
player j*, and allocates bandwidth;; = min(U;, ;) to it As D7;(x;;) is strictly convex,D;5(xj;) increases with the

Then if it still has remaining bandwidth, it selects the seto mcr;agse Olf':ij' Th;ahplayerl;nctreiies trtu];q*j dunt|l Its mr;_\trr?ltr;]al
highest bid price and assigns the requested bandwidth to grigst IS no fongerthe smallest. then itfinds a mq.y““' €
corresponding player. This process repeats until pedias current smallest marglnal cost and mcrea_ses_lts valuesThi
allocated all its upload capacity, or bandwidth requestsnir PTOCESS repeats until the sum of alf;’s (vi : (i.j) € As)

- e reachesR;. a
all the players have been satisfied. D The water-filling approach can be illustrated in Fig. 3, in

The above allocation strategy can be formally stated in tméhich the height of each bin represents the marginal cost for

S S
0 <aj; <y,




TABLE |
BIDDING STRATEGY AT PLAYER j°

555

Input
—(pij, zi;): bids submitted in previous bidding round
—allocated bandwidth;; in previous bidding round from al
upstream peers Vi : (i,7) € As.
Adjust prices and bandwidth requests
Repeat
i (a) For each upstream peer
Fig. 3. Bandwidth requesting strategy at playér an illustration of the —If xza > CLZ]', lncresase pr'c@fj by a Small amount;
water-filling approach. = If z3; < aj; andpg; > 0, decrease pricg;; by d.
(b) Adjust requested bandwidth assignmefat;;,V:
player j* to stream from each upstream péefo fill water at | (% é)) lezofse)a\évfl]thu:)g?rg\:i?:]erp-gglpg approach.
a t_otal guantity ofR; |rjto thesg bms,. the bins with the lowest _ Calculate new allocation;, that can be acquired fron
heights are flooded first, until all bins rfaach the same Wate€r ; if the current pricep;, is bid, based on Eqn. (2), with querie
level. Then the same water level keeps increasing untihall t | bids of some other players in the previous round of auctio
water has been filled in. Until: all requested bandwidths;;'s, are to be achieve(
Theorem 1. Given bid pricesp;;, Vi : (i,7) € As, the water- Wr'it(t‘eg“U‘?S“;F’er";ﬁg’lfé;é's-te-v géé ibglea%(; Z‘ZC Flngé)ite As, and
filling approach obtains a unique optimal requested bandhwid 2 b Pig bid P '
assignment at playey®, i.e., (z5},Vi : (i,j) € A,), which is usg:]'é nﬁ;’:’N IbiZsb?  phal) Vi (ig) € Au 10
the unique optimal solution to the probleidding j*. respective upstream peers. ’ '
We postpone the proof of Theorem 1 to Appendix A.
2) Price adjustments:We next address how each player . .
is to determine the bid price to each of its desirable upErtreaSWe note .Ehat to calculate th? new achievable aIIocat_|on
. . . . . as., player j°* needs to know bids placed by some of its
peers. A price adjustment scheme is designed for this perpos? : : . . .
. . . : ; . P ropponents in the previous bidding round in auctiomnstead
by which each player tactically adjusts its prices in pgtt . . : . _
) . ; : . af asking upstream peérto send all received bids, playgft
ing auctions based on whether its bandwidth requirement 1s . .
. : ) - can query such information gradually only when necessary.
achieved in the previous bidding round. . . . . /
o o . . If p?. is to be increased, it asks for the bid of opponerit
When a player® first joins an overlay, it initiates bid prices h J A diatelv higher thams. | tioni
p:;'s towards all desired upstream peerstdhen it calculates ' 0>® Er'_cepi_m IS |mm3 lately |gs,er ap;; In auction:.
the current optimal requested bandwidth assignment wigh t/hile pj; is still belowp?,.,, player;*’s achievable bandwidth
water-filing approach and sends its bids to the upstreartf unchanged; only whemp?; exceedsp;,, its achievable
peers. After upstream peéallocates its upload capacity withbandwidth is increased by, and playerj® queries upstream
the allocation strategyit sends allocated bandwidth values tgeer i again for the bid containing the immediately higher
corresponding players. Upon receiving an allocated badittiyvi price than the current value @f;. Similar bid inquiries can
player;* increases the corresponding bid price if its “demandie implemented for the case that is to be reduced. In this
is higher than the “supply” from the upstream peer, angay, the price adjustments can be achieved practically with
otherwise decreases the price. Meanwhile, it recompuses little messaging overhead.
requested bandwidth assignment for all its upstream peidns w
the water-filling approach. Such price adjustment is cdrolet C. Game Theoretical Analysis
in an iterative fashion, until the player's bandwidth resfse o _ ) o )
may all be granted at respective upstream peers if it is to bidT "€ distributed auction games in the coexisting streaming
the new prices in the next round. overlays are carried out in a repeated fashion, as these are
Using the water-filling approach as a building block, thdynamic gamesThey are correlated with each other as each
price adjustment scheme is summarized intiiuieling strategy Player optimally places its bids in multiple auctions. Atical
to be carried out by playei in each round of its participating duestion is:Does there exist a stable “operating point” of
auctions, as presented in Table I. the decentralized games, that achieves efficient partitibn
The intuition behind the bidding strategy is that, each€WOrk upload bandwidths¥e now seek to answer this
player places different bid prices to different upstreararpe duestion with game theoretical analysis. _
considering both the streaming cost and the overall demand//é consider upload bandwidth competition in the entire
at each upstream peer. If the streaming cost is low from Agtwork as oneextendeddynamic non-cooperative strategic
upstream peer, the player is willing to pay a higher price a@me (referred to agreyy), containing all the distributed
strives to acquire more upload bandwidth from this peer. (Irelated auctions. The set of players in the extended game
the other hand, if the bandwidth competition at an upstreatan be represented as
peer is mten;e such that thg blddlng cost becomes excgssive T =1{j*VjeN,VseS) (6)
the player will forgo its price increases and request more
bandwidths from other peers. At all times, the marginal cost The action profile taken by player is a vector of bids,
of streaming from each upstream peer is kept the same,imsvhich each component is the bid to place to one upstream
achieved by the water-filling process. peer. Formally, the set of action profiles for playéiis defined



as Theorem 3 can be proven by showing that the set of KKT
conditions for the global streaming cost minimization peoi

IS ={Bj|Bj = (bj;,Vi: (i,]) € As), is the same as that satisfied by the equilibrium bid profile
b = (p5j.a5) €[0,4+00) x [0, R, D af >R} (7) B = (], a3),V(i,j) € A, ¥s € §), and the equilibrium
() E A bid prices at each upstream pee(i.e, p{;,Vj : (i,j) €

. L . As, Vs € S) have the same value as the Lagrangian multiplier

. Then, let3 d?”Ote the bid profile in the entire nNetwork,qqqciated with the upload capacity constraint (10) at peer
le, B = (B},Vj € N,Vs € §) € x;,I'}. The preference \yo nosthone the detailed proof of Theorem 3 to Appendix C.

relation ;77 for player j* can be defined by the following gy, the proof of Theorem 3, we can derive the following
overall cost function, which is the objective function ireth

D e corollary:
problemBidding j* in (3) Corollary. At Nash equilibrium, the bid prices to each up-
Cosf(B) = DS (25,) + piat). 8) stream peeri from all competing plgyers that are allocgted
§(B) i:(i%;Ag( () + Ps) non-zero bandwidths are the samiee, 3t7,pj; = t! if

_ ) _ zi7 > 0,Vj: (i,7) € As, Vs € S.

Therefore, we say two bid profileB 7 B" if Costj(B) <  "Thjs corollary can also be intuitively illustrated: If a per
Cos§(B'). _ o in auctioni is paying a price higher than some other player
Definition 1. A bid profile B in the network,B = (B}, Vj € who is also allocated non-zero bandwidth, the former can
Ns,Vs € 8) € x;,I'5, is feasible if its bandwidth requestsaways acquire more bandwidth from the latter with a price
further satisfy upload capacity constraints at all the upam |ower than its current price. Thus at equilibrium, when ne on
peers, i.e.> " cs > jijea, Loy < Ui Vi € VUN. can unilaterally alter its price, all players must be paythg

When a bid profile is feasible, from the allocation strategyzme price.
discussed in Sec. llI-A, we can see the upload bandwidth

allocations will be equal to the requested bandwidths. IV. PRACTICAL APPLICATION OF PROPOSEDSTRATEGIES

Using B} to represent action profiles of all players other We next discuss the practical deployment of the auction
than player;® in Z, i.e, B} = (BE vmk € T\ {j*}), we strategies in realistic asynchronous and dynamic P2Pnstrea
have the following definition of Nash equilibrium. ing networks, show the convergence of the dynamic auctions
Definition 2. A feasible bid profileB* = (Bj*,Vj € to the Nash equilibrium, and discuss how such dynamic band-
N, Vs € 8) is a Nash equilibrium of the extended gamaidth allocation can be seamlessly integrated with network
Gext(Z, (T%), (3)) if for every playerj® < Z, we have coding based media distribution.

Cost(B;~, %) gACBsﬁ(B;—S,%) for any other feasible bid A. Asynchronous play
profile B’ = (B;S,Bj*). In a practical P2P network, peers are inherently asyn-

We next show the existence of a Nash equilibrium for thehronous with different processing speeds. Besides, véth v
extended game. We focus on feasible streaming scenariogoas message passing latencies, bids and allocated bahdwid
stated in the following assumption: updates may arrive at each upstream or downstream peer
Assumption 1. The total upload bandwidth in the P2P netat different times. All these make each auction completely
work is sufficient to support all the peers in all overlays tasynchronous. A practical deployment of the game thealetic
stream at required rates,e., there exists a feasible bid profilestrategies should be able to practically handle such asyn-
in the P2P network. chronous game play.

Theorem 2. In the extended gamé&'extZ, (I'j), (7)) in In our design, bids and allocation updates are passed by
which distributed auctions are dynamically carried out lwit messages sent over TCP, such that their arrival is guadintee
the allocation strategy in (2) and the bidding strategy iblea The strategies are to be carried out practically in each@uct

I, there exists a Nash equilibrium under Assumption 1. in the following fashion:

We postpone the proof of Theorem 2 to Appendix B. Allocation At each upstream peer, starting from the last

The next theorem shows that at equilibrium, the uplodtme it sends out allocation updates, the upstream peeratsl|
bandwidth allocation in the network achieves the minimiaat new bids until it has received them from all its existing
of the global streaming cost. downstream peers in all the overlays it participates in, or a
Theorem 3. At Nash equilibrium of the extended gamd&meout value, T, has passed since the previous allocation,
Gext(Z, (%), (), upload bandwidth allocation in the net-whichever is shorter. Then the upstream peer allocates its
work achieves streaming cost minimization, as achievetiéy upload bandwidth again with the allocation strategy diseds

following global streaming cost minimization problem: in (2): for those downstream peers whose bids it has received
. s/ s it uses the new bids; for those slow ones that it has not heard
mmz Z Z Dy (viy) ©) from in this round, it uses the most recent bids from them.

8 SN (DAL -
o€ JeNs iif)EA Then the upstream peer sends allocation updates to all the

subject to downstream peers whose allocation has been changed, and
. starts a new round of execution.
o s < U,
2ises ZJ:(W)EJ‘}‘ viy = Uiy W‘ EVUN, (10) Bidding At each downstream peer in each streaming over-
Digipea, Vi = R, VjENs,Vs€S, (1) |ay, since its last bidding round, it waits for bandwidthoall
ys. >0, Y(i,7) € As,Vs € S(12) cation until all allocated bandwidth updates have arrivednf

i =



all its requested upstream peers, or tiffichas passed sinceln addition, the extended auction game must converge to
the last time it placed all the bids, whichever is shorteemht its Nash Equilibrium (since peers would otherwise continue
adjusts prices towards those upstream peers from whictsit lédding), which achieves streaming cost minimization base
received allocation updates, retains its previous pricesitds on Theorem 3. O
those it has not heard from in this round, and recalculages it ]
new bids to all the upstream peers, using the bidding syateg: Peer dynamics
in Table I. It then submits new bids, that are different frimmt Peer asynchrony aside, the inherent dynamics of realistic
ones submitted previously, to the respective upstreanspeerP2P network further leads to dynamics of auction partidipan
While we have established the existence of Nash equilibhe players in each auction may change dynamically, due to
rium of the distributed auctions in Theorem 2, we have not yeew peers joining the network, existing peers joining aeoth
addressed another critical questiocan the Nash equilibrium, overlay or switching upstream peers due to content avétigbi
i.e., the stable operating point that achieves optimal bandwidbr peer failures and departures; a distributed auction ey s
allocation among peers in different overlays, be actuallgr close due to the arrival or departure of an upstream peer.
reached with such dynamic asynchronous play of the aucti@vith slightly more extra effort, our asynchronous deployme
gamesAVe now seek to justify such a convergence, based oan readily adapt to such dynamics.
the following assumptions: At the downstream side, when a peer newly joins an auction
Assumption 2.a) Each downstream peer in each overlay wilat an upstream peee.g, in the cases of arrival of a new
communicate its new bids to its upstream peers within finiwnstream or upstream peer, it initializes its bid pricé)to
time (until it has acquired the required streaming bandWwidtcomputes requested bandwidth together with its priceshterot
for the overlay at the lowest possible prices); b) Each uptpstream peers, and then forwards its bid to the upstream pee
stream peer will communicate latest allocation updatestdo iln the case that one of its upstream peers fails or depa#ds, th
downstream peers within finite time. downstream peer can detect it based on the broken or closed
Theorem 4. Under Assumption 1 and 2, the asynchronousonnections. Then it may exclude the upstream peer from its
distributed auctions converge to the Nash equilibrium, séhobandwidth request calculation.

existence is established in Theorem 2. At the upstream side, when an upstream peer receives
Proof: We first note the following property of the extendedhe bid from a new peer, it immediately incorporates the
auction game, as modeled in Sec. IlI-C: downstream peer into its bandwidth allocation. When it detec

Claim 1. The total allocated upload bandwidth in the entiréhe failure or departure of a downstream peer based on the
network, Uatioe = Y _.cs Z(m.)eAS a;;, grows monotonically broken or closed connections, the upstream peer allocates
during the asynchronous play of the extended auction gamepload bandwidth to the remaining peers only in a new round,

The truth of the above claim lies in the fact that oncexcluding the departed peer from the auction game.

a unit of upload bandwidth is allocated during the auction, When peer dynamics are present in the network, the dy-
it remains allocated throughout the rest of the gaire; a namic auction game progresses and strives to pursuit the
unit of allocated bandwidth may switch its ownership from aptimal bandwidth allocation in the latest overlay topglog
downstream peef in overlay s; to another downstream peerWhen peers continue to join and leave the overlays, the opti-
j in overlay so, but will never become idling again. mal bandwidth allocation naturally becomes a moving target

We further knowl,;;,. is bounded above by the total uploadVhen such dynamics stop and overlay topology stabilizes,
bandwidth in the networkl/,u = >,y Ui. SinceUan,.  if the overall bandwidth supply is sufficient in the current
is increasing and upper-bounded, it therefore converges. topology, by results in Theorem 2, 3 and 4, we know there
Uk be its convergence value. exists a Nash Equilibrium which achieves global streaming

We now prove the theorem by contradiction. We assuneest minimization, and the auction game converges to such an
that the extended auction game does not converge and ropiimal streaming topology.
for an infinitely long time. By Assumption 2, we know that . . .
there must exist peers that do not obtain sufficient bandwidt: Combining with network coding
and thus bid infinitely often with updated prices. In thisegas So far we have presented and analyzed the bandwidth
Ul Must be smaller than the aggregated bandwidth demaauattion strategies by assuming an existing mesh topology fo
at all peers in all the overlays, as otherwise peers stoprmddeach overlay as part of the input. We now discuss how such
and the auction terminates. overlay meshes can be constructed and maintained in a P2P
When the total allocated bandwidtl’,, . is not sufficient system, and how the bandwidths allocated during the awsction
to satisfy the bandwidth requirement at all the peers, basa utilized to stream media content. We present such input
on our price adjustment strategy, we know the bid price&®nstruction and output utilization within the state-bétart
at all upstream peers will be growing unbounded. In thfsamework of streaming with network coding [4], [5], [6].
case, there must not exist an upstream peer that still hasNetwork coding is a recent technique originated from in-
spare upload bandwidth,e., all upload bandwidth in the formation theory that allows encoding/decoding at evergeno
network has been allocated. We thus dervg, . = U,;. across the network [7], [8]. It has proven to increase data
Therefore,U,;; is smaller than the total bandwidth demandliversity in a content distribution system, which faciiéa
at all the peers in all the overlays, which contradicts witheer reconciliation, enhances failure resilience, andetbes
assumption 1. Thus the extended auction game must conveiggroves the overall system efficiency [4], [9]. Within the



context of multi-overlay media streaming using networkcod:;; /(C;; — z;;). Here,Cy; is the available overlay link band-
ing, for each overlay, its media bitstream\/, is separated width, chosen from the distribution of measured capacities
into segmentsy!, ¢2,..., each corresponding ta playback between PlanetLab nodes [10]. In asynchronous play of the
seconds. Each segmegt further consists of equal-sized auction games, the timeout value for an upstream/dowmstrea
blocks, and bits in each block are viewed as a vectay-bit peer to start a new round of bandwidth allocation/requested
symbols over the Galois Fiel@F(2?). Encoding operations bandwidth calculatior, is set tol second. The media stream
are performed at both the servers and the upstream pderde distributed in each overlay is partitioned irt@econd
in each overlays, by linearly combining multiple blocks of segments, and each segment is further divided Gdtblocks.
a segment inM, in symbol-wise fashion ovefzF(27). A o o .
downstream peer in the overlay may recover a segment By Limited visibility of neighbor peers
decoding from anyt innovative (linearly independent) blocks In Assumption 1 of our game theoretical analysis in
received for that segment [4]. Sec. lI-C, we assume that upload capacities in the network
As presented in Sec. II, a bootstrapping server initialazes are sufficient to support all the peers to stream at required
maintains the neighbor list at each peer in each overlaye®agates. This is generally achievable when the neighbor list
on such initial connectivity, each peer periodically adigess maintained at each peer contains a lot of other peers in each
block availability to its neighboring peers in the overl&n overlay it participates in. However, in practical scengfi@ach
advertisement consists of metadata that describes thees¢grpeer only has knowledge of a limited number of other peers,
number and linear coefficients of coded blocks availabl@an t much smaller than the size of the network. We first study
segment. Based on such block availability, each peer casputhe convergence and optimality of the proposed strategies i
whether a neighbor can provide it with innovative coded kéoc such practical cases with asynchronous play of the auctions
for a segment it desires, and how many new coded blocks known neighbors constitute possible upstream peersein th
it can serve [9]. Then the peer bids for bandwidth at trgireaming, the neighbor list at a peer is henceforth redetwe
possible serving neighbors. In this way, the sets of overl@g theupstream vicinityof the peer.
links involved in the auctionsi.e, A,,Vs € S, are clearly  In our experiments, peers in upstream vicinity of each peer
defined. are randomly selected by a bootstrapping server from the
The upload bandwidth allocated to each downstream pe&@t of all peers in the same overlay. The actual upstream
in each overlay during an auction is utilized to deliver neweers at which each peer bids for bandwidth are decided
coded blocks produced by the upstream peer for the requedi¢dtheir content availability during streaming. In this st
segment in the respective overlay. Once the transmissionégperiments, we focus on allocated streaming bandwidth at
a segment finishes, the allocated bandwidth can be used 8€h peer from the auctions, and will investigate the difiee
sending innovative coded blocks of another segment desikgiween allocated bandwidth and actually achieved streami
by the downstream peer, if there exist. Otherwise the sitnat rate of media delivery with network coding in Sec. V-C.
is similar to a peer (upstream) departure, and the dowmstre&pecifically, we seek to answer the following questionsst=ir
peer needs to bid elsewhere for additional bandwidth. Tharkhat is the appropriate size of the upstream vicinity, sttt t
to the data diversity generated by network coding, contelfite auctions converge and the required streaming bandwidth
scheduling policies such amrest first are of less concern can be achieved at all peers in an overlay? Second, if the
here, as network coding essentially eliminates ldst block upstream vicinity is smaller, do the peers need to bid longer
problem[9] and maximally saturates the allocated bandwidthefore the auction games converge? Finally, how different i

with useful blocks. the resulting optimal topologies when auction strategies a
used with upstream vicinities of various sizes, with respec
V. PERFORMANCEEVALUATION streaming cost?

Evaluation. We investigate by experimenting in networks

In this section, we conduct in-depth investigations of thith 100 to 10,000 peers with various sizes of upstream
proposed auction strategies in practical scenarios. Usimg vicinities. In each network, we now consider a single owgrla
ulations under real-world asynchronous settings, thedaifu with one server serving & Mbps media stream to all peers.
our investigation is to show that, as an outcome of our pro-Fig. 4 illustrates the outcome of our distributed auction
posed strategies, coexisting overlay topologies caryfalthre strategies, either when they converge, or when a maximum
network bandwidth, evolve under various network dynamickidding time,2 seconds, has been reached. In the latter case,
efficiently saturate the allocated bandwidth by using nekwowe assume the games have failed to converge, as there exist
coding, and can be prioritized. peers that cannot achieve the required streaming bandwidth

The general realistic settings for our forthcoming experwith their current size of upstream vicinities. Decreasihg
ments are as follows: Each network includes two classes site of upstream vicinities fromw — 1 wheren is the total
peers,30% Ethernet peers with0 Mbps upload capacities number of peers in each network, we discover that @tk 30
and 70% ADSL/Cable modem peers with heterogeneous upeers in the upstream vicinity, the games can still converge
load capacities in the range 0f4 — 0.8 Mbps. Streaming and the required streaming bandwidth can still be achieved a
servers in a network are Ethernet peers as well. We uslé peers in most networks, as shown in Fig. 4(A) and (B).
delay-bandwidth products to represent streaming costsI(M/ Fig. 4(B) further reveals that convergence is always achev
delays), with streaming cost functions in the form@f, = rapidly (in a few seconds) in all networks with differentessz
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Fig. 4. Outcomes of distributed auctions in networks of défe sizes, and with various sizes of upstream vicinities.

of upstream vicinities, as long as these games convergé atvethen there are up t® overlays coexisting in the network, the
with a particular upstream vicinity size. A careful obseima upload capacities in the network are sufficient for eachlayer
exhibits that the auction games take slightly longer to eoge to achieve their required streaming bandwidth. When thexe ar
in larger networks. For a fixed network size, with larget or 5 overlays, the capacities become insufficient to support
upstream vicinity, a peer may spend more time in receiviral the overlays.
bandwidth allocation and computing bandwidth requests, bu In the former case withl — 3 overlays, every time a
carry out fewer bidding rounds before it acquires the rexliir new overlay is formed, the previous equilibrium bandwidth
streaming bandwidth. Therefore, the total time to convecge allocation across overlays is disturbed, and the gamesklguic
remains similar with different upstream vicinity sizes wheconverge to a new equilibrium, in which each overlay aclseve
the auctions converge, and only distinguishes itself igdar the required streaming bandwidth again. In addition, thretsco
networks when they fail to converge. experienced by coexisting overlays when their topologies
Fig. 4(C) compares the optimality of resulting topologies istabilize are shown in Fig. 6. We observe both streaming and
terms of their global streaming costs computed with the-allbidding costs are very similar across the multiple coexigti
cated bandwidths. Although each resulting topology a&sevoverlays.
streaming cost minimization with respect to its own inpusime  In the latter case witlh — 5 overlays in the network, Fig. 5
topology, the global streaming cost is less when the inpsihows that the games fail to converge, and the streaming
topology is denser with larger upstream vicinities. Howgvebandwidth obtained by each overlay fluctuates over time. We
compared to the ultimate minimum streaming cost achievetiserved during the experiment that peers in each overlay
when upstream vicinities contain all other peers in thelayer bid higher and higher prices at their upstream peers, but
the cost experienced by using upstream vicinities of a mualere nevertheless unable to acquire the required streaming
smaller size 0) is only 10% higher. bandwidth. Similar bandwidth deficits can be observed in all
Summary.From these observations, it appears that theexisting overlays from Fig. 5.
appropriate size of upstream vicinities is relatively ipdedent | tical P2P licati ¢ . |
of network sizes, and the bandwidth allocation convergesn practica appiications, some streaming overays

quickly in most cases. Both are good news when our aucti(r)nr{ght expect to receive better service quality than othiees.

. o s example, live streaming of premium television channelsikho
strategies are to be applied in realistic large-scale mésvo P gorp

Based on results in this section, in our following experitsen cehjoy a higher priority gnd better guallty.than regular ones
o . Since our game strategies can achieve fairness among sariou
the upstream vicinity size at each peer is seB@o

overlays (as observed from Fig. 5 and Fig. 6), we wonder
B. The case of multiple coexisting overlays if it is further possible to introduce a practical priorion
We now proceed to study how our game strategies rgfrategy in our games, such that differentiated servicétmpsa
solve the bandwidth competition among multiple coexistingan be provided to different overlays.
streaming overlays. In particular, how does the topology of In our previous experiment, we have observed that overlays
each overlay evolve, if coexisting overlays are startedhim tfairly share bandwidth for a simple reason: peers in differe
network? Do multiple coexisting overlays fairly share netkv overlays are not constrained by a biddibhgdget and they
bandwidth, and experience similar streaming costs? can all raise bid prices at will to acquire more bandwidth
Evaluation 1. We introduce more and more streamindgrom their desired upstream peers, which leads to relative
overlays onto a000-peer network: At the beginning, all peerdair bandwidth allocation at the upstream peers. Motivdied
participate in one overlay and start to bid for their stregni such insights, we introduce a budget-based strategy teahi
bandwidths. Then every0 seconds, the peers join one morservice differentiation, by offering higher budgets to nzeim
new streaming overlay. To clearly show the effects of dnigher priority overlays. To introduce such budgets, weyonl
increasing number of coexisting overlays on the allocatesed to make the following minor modification to the bidding
streaming bandwidth of each existing overlay, the requiretirategy proposed in Sec. IlI-B:
streaming rates for all overlays are set to the sanhdbps. When a peey joins a streaming overlay, it obtains a bid-
Fig. 5 illustrates the evolution of the average allocateding budgetiW, from its bootstrapping server. Such a budget
peer streaming bandwidth in each overlay over time, wheepresents the “funds” peej can use to acquire bandwidth
5 overlays are sequentially formed in the network. We can sgeoverlay s, and its total bidding costs to all upstream peers
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with different budgets.

cannot exceed this budgete, 3., . pies; < Wi Al and most stable streaming rates, while those for overlagfs wi
peers in the same overlay receive the same budget, and $healler budgets become less sufficient and less stable.
bootstrapping server assigns different levels of budgets t Summary.We have observed that, no matter if upload
different overlays based on their priorities. During itsige Capacities are sufficient or not, our game strategies aghiev
adjustments in overlay, peerj may only increase its bid fair bandwidth sharing among multiple coexisting overlays

prices if the incurred total bidding cost does not excé®gl When overlays are able to achieve their required streaming
bandwidths, they also experience similarly costs, whicthfr

Evaluation 2.Applying the budget-based bidding strategyeyeal their fair share of lower latency paths. Further, ans
we perform the previous experiment again and show our ngpg; by introducing budgets to our bidding strategy, we aie a

results in Fig. 7 and Fig. 8. The budgets assigned to peersdnjiferentiate service qualities among coexisting avgs!
overlay1 to 5 range from low to high.

Comparing Fig. 7 with Fig. 5 in the cases whento 3 C. Overlay interaction under peer dynamics
overlays coexist, we see that overlays can still achieve the In the following set of experiments, we study how coexisting
required streaming bandwidth within their budgets. Howevestreaming overlays evolve with peer arrivals and depasture
when comparing Fig. 8 to Fig. 6(A), we observe that theith respect to how the allocated bandwidth and actually
streaming costs are differentiated across overliagspverlays achieved streaming rate in each overlay vary in such dyrsamic
with larger budgets are able to achieve lower streaming ca¥e investigate both cases that the overlays have or do net hav
than those with smaller budgets. This is because the formifferentiated budgets.
can afford to pay higher prices and thus eclipse the latter inEvaluation.We simulate a dynamic P2P streaming network,
auctions at their commonly desired upstream peers. in which 2 servers concurrently broadcast different 60-

A further comparison between Fig. 7 and Fig. 5 (whHeor minute live streaming sessions, at the streaming ratd0of
5 overlays coexist) shows that, when upload capacities becokbps, 500 Kbps, 800 Kbps andl Mbps, respectively. Starting
insufficient, the overlay with the highest budget, overfagr from the beginning of the live broadcasi$)00 peers join the
overlay 5 in respective phases, always achieves the highesttwork following a Poisson process. The inter-arrivaledm
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follow an exponential distribution with an expected length illustrations here.
INTARRIVseconds. Upon arrival, each peer randomly selectsSummaryWe have clearly demonstrated the effectiveness of
2 broadcast sessions and joins the respective overlays; tloem auction strategies under high degrees of peer dynamics,
the peer stays in the network for a certain period of timehich guarantee stable streaming bandwidth allocation for
following an exponential lifetime distribution with an exgted all overlays at all times during such dynamics. We have
length of LIFETIME seconds. In this way, we simulate also shown that together with network coding based media
dynamically evolving streaming overlays with approxintate distribution, the allocated bandwidth can be maximallfized
the same number of participating peers at any time. Netwaik actually achieve satisfactory streaming rates. Using th
coding is implemented on each peer in each overlay, whibadget-based bidding strategy, better streaming quaditybe
codes the blocks in each segment of the media stream oftether provided for prioritized overlays.
GF(2'°). Similar to the previous experiments, each peer
maintains abouB0 neighbors in each overlay it participates
in, and bids at upstream peers that have innovative codedrhere exists little literature that studies interactiomsl a
blocks to serve it. All other settings of the experiments ammpetitions among multiple coexisting overlays in a same
identical to those in previous experiments. We monitor botPi2P network. Recent work from Jiargd al. [11] and Ker-
the allocated bandwidths from the dynamic auctions and thepuraet al. [12] are the most related, focusing on multiple
actually achieved streaming rates of receiving coded slatk overlay routing. In Jiangt al. [11], interactions among multi-
existing peers in each dynamic overlay during @teminute ple selfish routing overlays are studied with a game theoreti
broadcasts. model, where each overlay splits its traffic onto multiple
Fig. 9 and Fig. 10 show the results achieved when tipaths and seeks to minimize its weighted average delay. In
budget-based strategy is not applied. SetliNGARRIVand Keralapuraet al.[12], route oscillations are investigated when
LIFETIME to different values, we have repeated the expemultiple routing overlays inadvertently schedule theirnow
iment, and made the following observations: With expectdthffic without knowledge of one another. Comparably, our
inter-arrival time of1 second,1000 peers have all joined the work is significantly different, as we consider multiple P2P
network in the firstl0 minutes; peer arrivals last fdb minutes streaming overlays featuring many-to-many traffic, indteé
when INTARRIVis 3 seconds. With an expected lifetime ofpoint-to-point traffic in routing overlays.
10 minutes, most peers have left the network before the endMesh-based P2P streaming solutions have been designed
of streaming; wherLIFETIME is 30 minutes, approximately and successfully implemented in practice in recent yedrs [1
half of all the peers remain till the end. [13], [14], [2], [3]. While multi-overlay streaming is the no
Therefore, the most severe peer dynamics occurs Wwb@h in these state-of-the-art mesh-based solutions, we arg onl
peers keep joining for5 minutes, but have almost all leftaware of two pieces of work that touch upon the topic of
before 60 minutes,i.e., the cases shown in Fig. 9(C) anccoexisting live streaming overlays [15], [16]. These work
Fig. 10(C), which represent the highest level of fluctuagiorpropose to encourage peers in different overlays to help eac
for both the allocated bandwidth and achieved streamirgy radther by relaying media belonging to other overlays. While
A longer peer lifetime brings better overlay stability, whi it is beneficial to improve network resource utilization at a
is illustrated by the smaller rate fluctuation in (B) and (D) ospecific time, there are questions remaining to be answered:
Fig. 9 and Fig. 10. A careful comparison of the fluctuatiorlow should each peer carefully allocate its upload capacity
of the allocated bandwidth across different overlays in Big among concurrently requesting peers from different oysfla
reveals slightly larger fluctuations for overlays with larg If new requests from peers in the same overlay come later,
streaming rate requirements. This is because with our@uctshould the bandwidth allocated to other overlays be degive
strategies, different overlays fairly share upload capiat From a more practical perspective, our work considers the
common upstream peers, and the larger the required bardwictise that each overlay consists of only receiving peers but
is, the harder it is to achieve. each peer may participate in multiple overlays, and ingastis
Comparing Fig. 10 to Fig. 9, we can see that the actualhandwidth competition among the overlays at their common
achieved peer streaming rates in all overlays under alhgstt upstream peers.
are close to the bandwidths allocated to the respectivdayger Auction-based approaches have been proposed to allocate
in the dynamic auctions. This exhibits that the allocatenetwork bandwidth based on the demand and willingness to
bandwidths can be efficiently utilized to deliver usefuldis, pay from competing users [17], [18], [19], [20]. A majority
based on the media distribution scheme using network codimd such work are based on Progressive Second Price auctions,
On the other hand, when overlays with higher rate require+ which competitors decide their bids based on their true
ment are prioritized with higher budgets, Fig. 11 shows aluation. Aiming to solve the congestion problem on a &ng|
different outcome from that in Fig. 9. In Fig. 11, under alifo link or path, such existing work deals with elastic traffic,
interval settings, the prioritized high-rate overlays always and competitors bid for their bandwidth share to maximize
guaranteed more stable bandwidths, while low-rate overlageir utilities. In comparison, we design bandwidth autsio
experience more severe bandwidth fluctuations. Similah¢o tin a more complicated and practical scenario of constrgctin
case without overlay prioritization, we have further olvser multiple streaming overlay topologies. Demanding an istida
that the actually achieved streaming rates in all the oysidae streaming rate at a lowest possible cost, each peer bids in
close to their allocated bandwidths, and thus omit the @dlatmultiple auctions, and adjusts its bid prices and requested

VI. RELATED WORK
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Fig. 9. Allocated streaming bandwidths fércoexisting overlays: under peer dynamics without budget
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Fig. 11. Allocated streaming bandwidths fércoexisting overlays: under peer dynamics with differentgemis.

bandwidths judiciously based on the current marginal cést @ P2P content distribution applications [6], [9] and P2P

streaming from different upstream peers. streaming [4], [5]. Our focus in this work is not to propose a
In P2P content distribution, game theory has been widelgw P2P streaming protocol using network coding, but to show

used to characterize peer selfishness and to provide imesntthe seamless integration of our bandwidth auction stregegi

for peers to contribute their up|0ad Capacitieﬁg( [21], with the state-of-the-art framework of Streaming with neitikv

[22], [23], [24]). Different from previous work, incentive coding, in achieving maximal bandwidth utilization across

engineering, selfishness and strategyproofness are ntst paltiple streaming overlays.

of our focus in this paper. Instead, our work utilizes the

distributed and dynamical nature of auction games to design VIl. CONCLUDING REMARKS

effective mechanisms for demand-driven dynamic bandwidthyiq paper considers conflict-resolving strategies among

allocation, in which local games achieve globally optima, iinle coexisting overlays for streaming in peer-topee
topology construction. networks. Our objective is crystal clear: we wish to devise
In addition, pricing mechanisms [25], [26], [27] are propractical and completely decentralized strategies tocatt®
posed for a bandwidth provider to establish bandwidth gricgeer upload capacities and efficiently utilize the allodate
to charge users, in order to regulate the behavior of selfighndwidth, such that (1) the streaming rate requiremenbean
users and achieve social welfare maximization. Such @icigatisfied in each overlay; (2) streaming costs can be gipball
schemes are different from our auction games, in the senfmimized; and (3) overlays fairly share available upload
that bandwidth prices are determined solely by the proyidgjandwidths in the network. Most importantly, we wish to
rather than from bid prices placed by users. achieve global optimality using localized algorithms. Wee u
Finally, network coding has been first proposed to achiedynamic auction games to facilitate our bandwidth allarati
the maximum capacity of a multicast network [7], [8]. Duaise game theory in our analysis to characterize the conflict
to its benefits of enhanced block diversity and bandwiddimong coexisting overlays, and discuss the integration of
efficiency, in recent years, network coding has been appliedr bandwidth auctions with network coding based media



12

distribution to achieve most efficient utilization of netko  The action profile for each playei® — B; = (b5;,Vi :
bandwidth. Finally, we show that our proposed algorithrfy, j) € A;) — can also be represented &% = (P;, X7),
adapts well to the dynamics in P2P networks, the optimallyhere P? = (p;;, Vi : (i,j) € As) is the vector of bid prices
allocated bandwidths can be fully utilized to deliver usefuoward all upstream peers of playgt, and X3 = (z;,Vi :
blocks at all times, and service can be differentiated &crog, j) € A;) is the vector of requested bandwidths towards all

overlays with different bidding budgets. upstream peers at playgf.
APPENDIX A The price adjustment strategy described in Table | defines
PROOF OFTHEOREM 1 a mapping functiord;, from bid profile B in the previous

. . bidding round, to new prices to bid by playgt, i.e, P/ =
Proof: Let z:7,Vi : (i,j) € As be an optimal solution to the 6%(B).

ig o VO - L . , D e
problemBidding j* in (3). Introducing Lagrangian multiplier ~ Giyen price vectorPs, Theorem 1 gives that the water-
A for the constraint in (4) and = (v;,Vi : (i,7) € Ay) for i

ISt _ - filling approach uniquely decides the best requested batibwi
the constraints in (5), we obtain the KKT conditions for th%ssignmemX;‘ at player;*. This mapping from price vector

problemBidding j* as follows (pp. 244, [28]): Ps to requested bandwidth vectok? can be defined as

> @y >R, function X5 = @3 (P5).
i1(6,§) EAs v Let g5(B) = (63(B), ¢;(03(B)) be the mapping function
>0 from bid profile B in the previous bidding round to a new

action profile at playey*. Let g(B) = (g5(B),Vj € N, s €

w3y 2 0,07 2 0,Vi: (i) € As, S). Therefore,g(B) is a point-to-point mapping fronB to

(R — Z z3¥) =0, (13) B. The Nash equilibrium is a fixed-point of this mapping. We
i) €A, next show the existence of such a fixed-point.
aivi =0,Vi: (i,4) € As, (14) We first showy? is a continuous mapping. GiveR?’, X*

Tos ew s y . is the optimal solution oBidding j®. Thereforem;’ is defined
Dij (@) +piy = A" —vi =0, by (16) in Appendix A. SinceD;; is strict convex and twice
Vi: (i,7) € As. (15)  differentiable, we knowD;: is continuous. Thus based on the
— 0 from (14). Then from (15), yvater—fillling process, we know the opti/mﬂ r_nargina_l cast
dfs(z*) s continuous onP;. Furthermore, asD,;™" is continuous

) dz;;, —  too, from (16), we deriveX;‘ is continuous onP;, ie., ©3 is
Dij-(mfj) + pj; = A*. Since Dj; is strictly convex and twice continuous.

/ .

differentiable, the inverse function db%, i.e., D;~!, exists ~ We next showd; is a continuous mapping froii to vector

and is continuous and one-to-one. Then we have(i,j) € Space of bid priced> at player;j®. Let ps; be the bid price

For z;* > 0, we havey;
we derive the marginal cost with respect 4¢;,

As) player j* places to upstream peérin the previous bidding
_ , round, andg;; be the new bid price after the price adjustment

o5t 0 it A" < Di3(0) + pjj, (16) defined byd;. Without loss of generality, we simplify our
* Dij‘l()\* —p3;) if A > D;2(0) + pg;. proof by showing that a small disturbance of the previous

price p;; to p;; = pj; + €,;¢ > 0,6 — 0 results in little
isturbance at new pricg;, i.e. letting q;j denote the new
price corresponding tp;j-, we haveq;j. — ¢;;. We divide our
discussions int@ cases, and first give a result to be used in the
discussions: If;; is increased t(p;§ and all other bid prices
at playerj° remain unchanged, the corresponding requested
bandwidth to upstream peéris decreasedi.e., actj < zj;.
This can be directly obtained from the water-filling process
used to solveBidding j*.

In deriving the optimal solution which achieves a sam
marginal cost value\* for all the positivez;;’s, we always
increase the smallest marginal c@ﬁ(mfj) +p;; by increas-
ing the corresponding;;. In this way, we are increasing the
marginal costs towards the same value\sf As \* > 0, we
derive thatzf;"s satisfy R, — Zz‘:(m‘)eAs ;z:f;‘ = 0 based on
(13). Therefore, this water-filling process continuesluRtj is
used up, i.e.3”, ; 4 @if = R, by which time we obtain

the unique optimal solution defined by (16). O : .
q P y (16) We now investigate the two cases:
APPENDIX B A) At upstream peet, there is no bid price from other
PROOF OFTHEOREM 2 players right betweem;; and p;;, i.e, there does not exist

k s k s
Proof: Define B to be the set of all possible bid profiles’i’ such thapy; < p;,,, < p;j.

in the entire networkj.e, B € B and B C x,I'. From Starting the price adjustment described in Table | froim

the definition ofT'¢ in (7), we know3 is convex andrs;'s and p;j respectively, we consider two sub cases: (ipjf is

are bounded. In addition, under Assumption 1, all peers i be reduced asj; < aj;, we knowp;; is to be reduced too,

all overlays can obtain enough streaming bandwidths, adiicez;; < xi; buta; > aj; (due top; > pf;). Whenp, is

thus their bid prices to upstream peers will not be increastgtuced, it will soon reach;;, and its following adjustments
infinitely in the respective auctions. Therefore, all psipg;'s  Will be the same as those fqr;. (ii) Similarly, if p}; is

in a possible bid profile are boundete., 3p > 0,p;; € to be increased, it will soon reagh; and their following
[0,p],V(i,j) € As,Vs € S. Altogether, we derive thaB is adjustments will be the same. In both cases, we have for the

a convex compact set. new pricesq;’ — g3
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B) At upstream peet, there is a bid price from anotherthe optimization problem in (17) as follows:
player which lies right betweep;; andp;;, i.e, Jpk ., such .
’ S* < U,
thatp}; < pf,, < pj- ;S‘(;A a3 <UL Wi € VUN,
. . . . s ((2,7)EAs
We again discuss three sub cases: ();lfis to be reduced s o ‘
due toxs; < a3}, p;? is to be reduced too, sincg? < x5, but Y. w2 R.VjEN,VsES,

ij — Y

a;8 > af; (due top;3 > pk, > pg;). During p;>’s adjustments, e, . . .

its value is continuously decreased, passifig and reaching 2" 20,A" 20,07 20,

p;; Then its following adjustments will be the same as those  Aj"(R, — > @jf) = 0,¥j € N,,Vs € S,

for p;;. (ii) If p;; is to be increased due tg; > aj; andp;;? is i:(i,7) €As

to be reduced as;? < a3, they will both stop at a same value ziivyy =0,9(i,j) € As, Vs €S, (21)
nearpfm_. (i) If bqth ju an.d p;; are to be increasegy;’s D;j(a:fj) F P - A s =0,

value will be continuously increased to pasg, and reach V(i,j) € A,,Vs € S. (22)
p;;- Then their following adjustments will be the same. In all )

cases, the new priceg'j - g5, For z37 > 0, we havev;; = 0 from (21), andD;5(x5;) +

o . p;; = Aj* from (22). SinceD;; is strictly convex and twice

Therefore, based on the continuity @f and 7, we derive igerentiable, the inverse function @b, i.e., D57, exists.
that the mapping; (B) = (9;(3),@(9;(3)_) is continuous. Then we haver(i, j) € A, Vs € S
Thus, g(B) = (g;(B),Yj € N5,s € §) is a continuous /
mapping fromB to itself. Based on Brouwer Fixed Point . 0 if A3 < D;5(0) + pi},
Theorem, any continuous mapping of a convex compact s&tJ { D;;‘—l()\i* —pi) AT > D;;?(O) + 5
into itself has at least one fixed poimng., 3B* = g(B*) € B. o _ o
In addition, the fixed poinB* must be a feasible profile, as Similarly, for the global streaming cost minimization prob
otherwise the adjustments of prices and requested bartwid€™ in (9), introducing Lagrangian multiplier= (¢:, Vi € VU
do not converge. Therefore, the fixed poiBt is a Nash V) for the constraints in (10)\ = (A},Vj € N, Vs € S) for

(23)

equilibrium of the extended game. g the constraint in (11) and = (v;},V(i, j) € As,Vs € S) for
constraints in (12), we obtain the following KKT conditions
APPENDIXC Z Z ysi U Vie VUN,

PROOF OFTHEOREM 3 SES ji(i,j)EA

Proof: We prove by showing that at equilibrium, the KKT Z vij 2 R, Vi €N, Vs €5,

conditions satisfied by the equilibrium bid profilB* = i:(i’j)GAi . )
(D55, 257),V(i,§) € As,¥s € S) are the same as KKT y 20,¢20,A" 20,07 20,
conditions for the global streaming cost minimization peoi qz‘(z Z yii —Ui) =0,Yi € VUN, (24)
in (9). SES ji(i.d)EAs
At equilibrium, givenp;:’'s, the requested k_)andwidth_s at A (R — Z ysr) = 0,Vj € Ny,Vs € S,
each player®, 77, Vi : (i,j) € As, are the optimal solution (i) €A,
to the proble_mBidding s, and.are also the same as allo- Vs = 0,9(i,§) € Ay, Vs € S,
cated bandwidths from respective upstream peers. Therefor e . o .
altogether, we know the bandwidth allocations in the entire Dij(yif) +ai = A —vij =0,
network, z7,V(i,j) € A5, Vs € S, solve the following V(i,j) € As,Vs € S. (25)

optimization problem: And similarly, we can obtaitv(i, j) € As,Vs € S

. . 0 if A% < D;5(0) + ¢
min (D7) (x3;) + pij ;) an = A S o (26)
;g:v i:(i%:eAs Y Y ’ D7 O —ap) i A5 = Dis(0) + g
subject to To show the two sets of KKT conditions are actually the
Diijyea, Tij = Rs, Vi€ N, Vs €S, (18) same, we first demonstrate that at each upstream ipeke
5. >0 V(i,j) € A, Vs €S, (19) equilibrium bid prices from all competing players that are
1] = ) ) S 9

_ _ . allocated non-zero bandwidths are the saiee, 3¢, pi; = t;
and also satisfy upload capacity constraints at all there@ast 23 >0, : (4,5) € As, Vs € S. This can be illustrated as
peers: follows: If a player in auctiori is paying a price higher than
s* , some other player who is also allocated non-zero bandwidth,

Z Z zij < Uiy Vi€eVUN. (20) the former can always acquire more bandwidth from the later

with a price lower than its current price. Thus at equilibmiu
Introducing Lagrangian multiplieA = (/\j,Vj € N,,¥s € when no one can unilaterally alter its price, all players mus

§S) for the constraints in (18) and = (v;;,V(i,j) € As,Vs € be paying the same price.
§) for constraints in (19), we obtain the KKT conditions for In addition, we know from the price adjustment described

s€S j:(i,5)€As
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in Table | that if upstream peefs upload capacity is large [21] R. T. B. Ma, S. C. M. Lee, J. C. S. Lui, and D. K. Y. Yau, “A Game
enough to satisfy all bandwidth requests, the correspandin
bid prices in auctior can all be lowered down . Therefore,

at equilibrium, itU; >3- s> "0 syea, 25, We havep;s = [22]
ty =0,Yj:(i,j) € A;, Vs € S. Thus we knowt; satisfies
. Y ay-U)=0Vic VUN. 27) g

s€S j:(i,j)EAS

From these results and comparing (27)(22) with (24)(2%)
respectively, we can derivé’ = pf,Vi € V UN, and the

two sets of KKT conditions are actually the same. Therefor:

the

equilibrium solution in (23) is the same as the optim 2

solution to the global streaming cost minimization probliem

(26). Thus Theorem 3 is proven.
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