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Reducing interference is one of the main challenges in wireless communication. How to
minimize interference through network topology control in wireless sensor networks is a
well-known open algorithmic problem. In this paper, we answer the question of how to min-
imize the average interference when a node is receiving a message. We adopt the protocol
interference model, which defines the interference range of a node to be a constant times
larger than its transmission range. We study the problem for nodes arbitrarily deployed
in one-dimensional (1D) and two-dimensional (2D) regions respectively. For 1D networks,
we propose a fast polynomial-time exact algorithm that can compute the minimum aver-
age interference. For 2D networks, we give a proof that the maximum interference can be

∗This is an extended version of the preliminary one which appeared in Proceedings of ALGOSEN-
SORS 2011 [8]. One important improvement is that we extend the interference model from the
receiver-centric model to the more general protocol model.
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bounded while minimizing the average interference. The bound is only related to the dis-
tances between nodes but not the network size. Based on the bound, we propose the first
exact algorithm to compute the minimum average interference in 2D networks. Optimal
topologies with the minimum average interference can be constructed through traceback
in both 1D and 2D networks.

1. Introduction

A wireless sensor network (WSN) consists of a set of nodes deployed across a region

of interest. The nodes can adjust their transmission powers to achieve their desired

transmission ranges with which a multi-hop network is then formed. WSNs have

many applications in real life such as environmental monitoring, intrusion detection,

and health care.

Energy is a precious resource in wireless sensor networks. One way to conserve

energy, and to simultaneously improve communication efficiency, is to reduce inter-

ference due to concurrent transmissions of two or more nearby nodes. There exist

numerous models for capturing the essence of interferences in a wireless network at

various abstraction levels of interest. Two types of models that have been frequently

studied in recent algorithmic research on wireless sensor networks are graph-based

models and SINR-based physical models [5]. Each type has its own merits (see for

instance [11]). SINR-based protocols, which take interference accumulation from

all nodes in the network into account, capture more accurately certain importan-

t wireless signal propagation characteristics [4, 9, 11, 13]. The graph-based models,

although simplistic, are a good estimation of interferences, which have been partic-

ularly popular with high-layer protocol designers.

One of the popular graph-based models is the sender-centric model, where inter-

ference is computed for each edge [1,3,7,12,17]. The interference of an edge (u, v) is

the number of other nodes that are covered by the disk centered at u or v with radius

|uv|—that is, interference is considered at the sender but not the receiver. However,

interference actually prevents correct data reception in real networks. Moreover, the

sender-centric model is not stable, i.e., by adding a node sufficiently far away, we

can create an edge that can interfere with all the other nodes in the network [14].

Thus, the authors in [14] proposed the receiver-centric model, where the interference

range of a node is set equal to its transmission range, and the interference on a

node is the number of other nodes whose transmission ranges cover the node. The

receiver-centric model is more realistic than the sender-centric ones. However, in

real applications, the interference range of a node is commonly defined larger than

its transmission range. In this work, we adopt the protocol model [5]. In this model,

the interference on a node is likewise equal to the number of other nodes that can

interfere it. Different from the receiver-centric model, the protocol model defines the

interference radius rv of a node v to be a constant times larger than its transmission

radius rtv,

rv = (1 + δ)rtv, δ ≥ 0, (1.1)
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where δ is a constant.a Figure 1 gives an example of interference under the protocol

model, where the transmission radius of a node is set as the distance to its farthest

neighbor.
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Fig. 1: The protocol interference model: straight lines are the links; the dashed circle

centered at a node indicates its interference range; and the number beside a node is

interference on it. (a) δ = 0, and (b) δ = 0.5.

Generally, topology control refers to selecting a subset of the available communi-

cation links for data transmission, which can help save energy and reduce interfer-

ence. The problem of minimizing interference through topology control is one of the

most well-known open algorithmic problems in wireless communication. Researcher-

s study the problem in two directions: minimizing the maximum interference and

minimizing the average interference. Interference minimization is hard because it

entails an unusually complicated combinatorial structure, and intuitive ideas such

as low node degree, spare topology and Nearest Neighbor Forest (connecting each

node to its nearest neighbor) can not guarantee low interference [3, 14].

In the literature, interference minimization is studied in both 1D and 2D net-

works. Despite their simplicity, 1D networks, i.e. the nodes are arbitrarily distributed

along a line, have revealed many interesting challenges and features of the general

minimization problem. Studying 1D networks is justified also from a practical point

of view as some real networks are one-dimensional, such as sensors deployed along

a railway, a corridor, or inside a tunnel. For 1D networks, paper [14] bounded the

minimum maximum interference (MMI) in the receiver-centric model by O(
√

∆)

and presented an approximation with ratio O( 4
√

∆). Here ∆ is the maximum node

degree when each node is connected to all the other nodes within the maximum

transmission range rmax. The only sub-exponential-time (but super-polynomial) ex-

act algorithm to minimize the maximum interference in the receiver-centric model

was given in [15]. For 2D networks, the problem of computing the MMI in the

receiver-centric model was shown to be NP-complete in [2]. The algorithm in [6] can

bound the maximum receiver-centric interference by O(
√

∆). For the problem of

aTherefore, the receiver-centric model is a special case of the protocol model when δ = 0.
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computing the minimum average interference (MAI) in the receiver-centric model,

better results are known. In papers [15,16], a polynomial-time, O(n3∆3)-time exact

algorithm is proposed and further improved to O(n3∆) for minimizing the average

interference in a 1D network, where n is the network size. For 2D networks, the

authors of [10] gave an asymptotically optimal approximation algorithm with an

approximation ratio O(log n). To our knowledge, there are few works on designing

exact algorithms to minimize the average or the maximum interference in the gener-

al protocol model where the interference range is larger than the transmission range.

In the following, interference means the interference under the protocol model unless

specified otherwise.

Our Contribution: In this paper, we answer the question of how to minimize the

average interference when a node is receiving a message under the protocol model.

(1) To minimize the average interference in 1D networks, we propose an exact algo-

rithm that substantially improves the time complexity to O(n∆2). The fastest

algorithm known previously used O(n3∆) time [16], which is under the receiver-

centric model.

(2) In previous works, the MAI and the MMI were studied separately. We give a

proof that the maximum interference can be bounded by O(log λ) while mini-

mizing the average interference. Here λ = min(dmax,rmax)
dmin

, where dmax and dmin
are the longest and shortest distance between any two nodes respectively. The

upper bound is only determined by the distances between nodes but not the

network size.

(3) Based on the upper bound, we propose an exact algorithm to compute the MAI

in 2D networks exactly in time nO(m log λ), where m is the minimum number of

parallel lines so that all the nodes are located on the lines. Optimal topologies

with the MAI can be constructed through traceback. To the best of our knowl-

edge, this is the first exact algorithm that computes the MAI in 2D networks.

The rest of the paper is organized as follows. We give some formal definitions in

Section 2. In Section 3, we propose a fast exact algorithm to compute the MAI in 1D

networks. The upper bound of the MMI while minimizing the average interference is

proved in Section 4. Section 5 presents the exact algorithm to compute the minimum

average interference in 2D networks. Section 6 concludes the paper and suggests some

future work.

2. Problem Formulation

We model a wireless sensor network as an undirected graph G = (V,E), where

V = {v0, v1, · · · , vn−1} is the set of nodes and E is the set of communication links.

The nodes have the same maximum transmission radius, denoted as rmax. Each

node can self-adjust its transmission radius from 0 to rmax in a continuous manner.

An edge (u, v) ∈ E exists only if both transmission radii, ru and rv, are not shorter

than the Euclidean distance |uv|. Therefore, in G, the transmission radius of a node
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is set to the distance to its farthest neighbor. (Two nodes are neighbors means there

is an edge incident on them.) We assume the unit disk graph UDG(V ), in which

each node connects to all the other nodes within a distance of rmax.

We adopt the protocol interference model, where the interference radius rv of a

node v is a constant times larger than its transmission radius rtv (see Equation 1.1).

The interference of a node v, denoted as RI(v), is the number of other nodes whose

interference ranges cover v:

RI(v) = |{u|u ∈ V \ {v}, |uv| ≤ (1 + δ)rtu}|. (2.1)

The average node interference in G, RIavg(G), is defined as:

RIavg(G) =

∑
v∈V RI(v)

|V |
. (2.2)

For a node v, the interference created by v with transmission radius rtv is defined

as the number of the other nodes covered by the interference range of v:

CI(v, rtv) = |{u|u ∈ V \ {v}, |uv| ≤ (1 + δ)rtv}|. (2.3)

Therefore, we have

RIavg(G) =

∑
v∈V RI(v)

|V |
=

∑
v∈V CI(v, rtv)

|V |
. (2.4)

Deleting an edge will not increase any interference. Therefore, the optimal con-

nected topology with minimum interference should be a spanning tree. Therefore,

our problem can be defined as:

Definition 2.1. Given n nodes arbitrarily distributed in a 1D or 2D region, con-

struct a spanning tree, G = (V,E), to connect all the nodes with edges no longer

than rmax and that induces the minimum average interference.

3. Minimizing Average Interference in 1D networks

3.1. Independent Subproblems

For a 1D network, the nodes are arbitrarily deployed along a line from left to right.

We can view the line as an x-axis, and set v0 = 0. For a segment vsvt on the line,

where s ≤ t, the nodes located on vsvt are {vs, vs+1, · · · , vt−1, vt}; the nodes outside

vsvt are the other nodes not including the ones that are on the line; and the nodes

inside vsvt are {vs+1, · · · , vt−1}.
We draw all the edges on one side of the line. A cross is defined as two edges

that share at least a common point excluding their endpoints. Paper [16] presents

the no-cross property in the receiver-centric model. The property also holds under

the protocol model.

Theorem 3.1 (No-cross Property) For any spanning tree connecting the nodes

on a line with crosses, there is always another spanning tree to remove the crosses

without increasing interference on any node.
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Proof. The proof in [16] proposes a method to delete a cross to preserve the network

connectivity without increasing the transmission radius of any node. Therefore, the

deletion will not increase the interference radius of a node under the protocol model.

That is to say, we can also use the method to delete all the crosses under the protocol

model.

Based on the no-cross property, if there is an edge (vsvt) , s < t, the nodes inside

the segment vsvt cannot be adjacent to the nodes outside. Further, according to

Equation 3.9, we compute the average interference using the sum of the interferences

created by all the nodes. The interference created by a node is only related to its

interference radius and the positions of the other nodes. Recall that the interference

radius is a constant times the node transmission radius, which is set to be the

distance to its farthest neighbor, and the nodes are stationary after deployment.

Therefore, for an edge (vs, vt), s < t, the total interference created by the nodes

inside vsvt is independent of the topology of the nodes outside, and vice versa. Thus,

we can now compute the MAI in 1D networks through dynamic programming.

3.2. Algorithms

For s < t, we define a topology A(s, t), called an arch, for the nodes from vs to vt,

such that 1) there is an edge (vs, vt); 2) A(s, t) is a connected subgraph; and 3) there

is no cross. In addition, several auxiliary functions are defined in Table 1.

Table 1: Definition of the functions (s < t)

Function Definition

f(s, t) In A(s, t), returns the minimum total interference created by the

nodes inside vsvt
1

f1(s, p,m) In A(s, t) and s ≤ p < m < t, returns the minimum total inter-

ference created by nodes inside vsvm when vp is the leftmost node

adjacent to vm.

f2(m, p, t) In A(s, t) and s < m < p ≤ t, returns the minimum total interfer-

ence created by nodes inside vmvt when vp is the rightmost node

adjacent to vm.

f
′
1(s,m) In A(s, t) and s ≤ m < t, returns the minimum total interference

created by nodes vs+1, vs+2, · · · , vm.

f
′
2(m, t) In A(s, t) and s < m ≤ t, returns the minimum total interference

created by nodes {vm, vm+1, · · · , vt−1}.
g(p,m) When vp is the leftmost node adjacent to vm, returns the minimum

total interference created by nodes {v0, v1, · · · , vm−1}.
1 By definition, f(s, t) does not count the interference created by the endpoint

vs or vt.

As there is no cycle, in A(s, t), there must be a node vm (s ≤ m < t)
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such that no other links cross the line x = vm+vm+1

2 except (vs, vt) (Figure 2).

The minimum total interference created by nodes {vs+1, vs+2, · · · , vm} and nodes

{vm+1, vm+2, · · · , vt−1}) are f
′
1(s,m) and f

′
2(m+ 1, t) respectively. So, we calculate

f(s, t) =

{
0 s+ 1 = t,

mins≤m<t{f
′
1(s,m) + f

′
2(m+ 1, t) otherwise.

(3.1)

Here, by definition, we have

f ′1(s,m) = min
s≤p<m

{f1(s, p,m) + CI(vm, |vpvm|)}, (3.2)

f ′2(m, t) = min
m<p≤t

{f2(m, p, t) + CI(vm, |vmvp|)}. (3.3)

vm vm+1vs vq vp vt

Fig. 2: The structure of A(s, t): f
′
1(s,m) is the minimum total interference created

by the nodes on the solid segment from vs to vm (the left endpoint vs excluded),

and f
′
2(m+ 1, t) that on the dashed segment from vm+1 to vt (the right endpoint vt

excluded).

Specifically, we show how to compute f1(s, p,m), where vp is the leftmost node

adjacent to vm (Figure 2):

• When p = s,

f1(s, p,m) = f1(s, s,m) = f(s,m). (3.4)

• When s < p < m, let vq be the leftmost node adjacent to vp. The minimum total

interference created by the nodes inside vpvm and vsvp are f(p,m) and f1(s, q, p)

respectively. The interference created by node vp is CI(vp,max(|vpvq|, |vpvm|)).
Thus we have

f1(s, p,m) = min
s≤q<p

{
f1(s, q, p) + f(p,m) + CI(vp,max(|vpvq|, |vpvm|))

}
. (3.5)

Similarly, to calculate f2(m, p, t), we have

f2(m, p, t) =


f(m, t) p = t

minp<q≤t
{
f2(p, q, t) + f(m, p)

+CI(vp,max(|vpvq|, |vpvm|))
}
m < p < t.

(3.6)

With f(s, t), the function g(p,m) can be computed as follows:

• When |v0vm| ≤ rmax and p = 0, by definition

g(p,m) = f(0,m) + CI(v0, |v0vm|). (3.7)
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• When p > 0 and |vpvm| ≤ rmax, let vq be the leftmost node adjacent to node

vp. The minimum total interference created by the nodes {v0, v1, · · · , vp−1} is

g(q, p), and by the nodes inside vpvm is f(p,m). The interference created by

node vp is CI(vp,max(|vpvq|, |vpvm|)). Thus, we obtain

g(p,m) = min
0≤q<p & |vpvq |≤rmax

{
g(q, p)+CI(vp,max(|vpvq|, |vpvm|))+f(p,m)

}
(3.8)

Finally, the minimum average interference of the total network, AV Gmin, can

be calculated by enumerating the leftmost neighbor vp of node vn−1:

AV Gmin = min
0≤p<n−1 & |vpvn−1|≤rmax

{
g(p, n− 1) + CI(vn−1, |vn−1vp|)

}
× 1

n
. (3.9)

3.3. Improved Algorithms

Now, we show how to compute f1(s, p,m) efficiently. Firstly, we define

f
[1]
1 (s, p,m) = min

s≤q<p & |vpvq |≥|vpvm|

{
f1(s, q, p) + f(p,m) + CI(vp, |vpvq|)

}
(3.10)

f
[2]
1 (s, p,m) = min

s≤q<p & |vpvq |<|vpvm|

{
f1(s, q, p) + f(p,m) + CI(vp, |vpvm|)

}
(3.11)

Thus, we can rewrite Equation 3.5 (s < p < m) as

f1(s, p,m) = min{f [1]
1 (s, p,m), f

[2]
1 (s, p,m)}. (3.12)

In Equations 3.10 and 3.11, the values of q are continuous numbers, and the

range of q, {s ≤ q < p & |vpvq| ≥ |vpvm|}, can be computed in constant time by

some simple pre-comparisons with time complexity O(n∆). Thus, we can use the

RMQ (Range Minimum Query) [18] to compute them efficiently.

Definition 3.1. For an array A = {a0, a1, · · · , am−1}, where m is the size of A,

and the entries in A are from a linearly ordered set (under the relation ≤), a Range

Minimum Query (RMQ) asks for the minimum element in the query range q =

[a, b] ⊆ [0,m− 1], i.e.,

RMQ[A, q] = min
i∈q

ai.

An RMQ oracle on array A, denoted as OA(q), is defined as an oracle that can

answer an online query in any query range q within constant time.

The RMQ oracle can be constructed with linear-time O(m) preprocessing [18].

For each A(s, t) (s < t), we define two arrays α(s, t) and β(s, t) of size (t− s) as:

α(s, t)[i] = f1(s, s+ i, t), i = 0, · · · , t− s− 1, (3.13)

and

β(s, t)[i] = f1(s, s+ i, t) + CI(vt, |vtvs+i|), i = 0, · · · , t− s− 1. (3.14)
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We construct RMQ oracles on each α(s, t) and β(s, t). Then, we have

f
[1]
1 (s, p,m) = min

s≤q<p & |vpvq |≥|vpvm|

{
f1(s, q, p) + CI(vp, |vpvq|)

}
+ f(p,m)

= Oβ(s,p)

(
{q − s|s ≤ q < p & |vpvq| ≥ |vpvm|}

)
+ f(p,m), (3.15)

and

f
[2]
1 (s, p,m) = min

s≤q<p & |vpvq |<|vpvm|

{
f1(s, q, p) + f(p,m) + CI(vp, |vpvm|)

}
= Oα(s,p)

(
{q − s|s ≤ q < p & |vpvq| < |vpvm|}

)
+f(p,m) + CI(vp, |vpvm|). (3.16)

The function f2(m, p, t) can be computed similarly.

The whole algorithm is described in Algorithm 1:

• Lines 1–15 are to compute each f(s, t) when 0 ≤ s < t < n− 1 and |vsvt| does

not exceed the maximal transmission radius rmax through calling Algorithm 2.

• Lines 6–13 are to prepare the RMQ oracles for computing f1(s, p,m) and

f2(s, p,m) in the coming round of the loop.

• Based on the values of the f functions, Lines 16–26 are to compute each g(p,m)

according to Equations 3.7 and 3.8.

• Based on the values of the g functions, Lines 27–30 compute and return the

value of the MAI according to Equation 3.9.

The following explains the computation of f(s, t) in Algorithm 2.

• Lines 1–7 are to compute f(s, t) according to Equation 3.1. Lines 1–2 are the

initial case. Lines 4–7 are based on the values of f ′1 and f ′2 which have been

computed in the previous rounds.

• Lines 8–16 are to compute the values of f1(s, p, t) based on Equations 3.4

and 3.12, where Equation 3.4 is the initial case in Line 8, and Equation 3.12

is the improved method with the RMQ oracles. The values of f2(s, p, t) are

computed similarly.

• Based on the values of f1 and f2, Lines 17–24 compute the values of f ′1(s, t) and

f ′2(s, t) according to Equations 3.2 and 3.3.

3.4. Analysis

Our algorithm actually compares the average interference on all the spanning trees

without a cross, which guarantees that the output is optimal with the MAI. Further,

our methods have also been verified by comparing the results with the outputs

generated by the brute-force search, which runs slowly in time O(n∆).

According to the process of dynamic programming, the computation of the d-

ifferent functions f1(s, p,m) and f2(m, p, t) (as defined in Table 1) contributes the

main part of the time complexity. ∆ is the maximum number of neighbors for a
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Algorithm 1: Compute MAI of n nodes {v0, · · · , vn−1} in a 1D network

1 s← n− 2;

2 while s ≥ 0 do

3 t← s+ 1;

4 while t < n and |vsvt| ≤ rmax do /* all subranges of [s, t] have

been computed */

5 Call Algorithm 2 to compute f(s, t) and all related functions;

6 foreach p ∈ [s, t− 1] do

7 α(s, t)[p− s] = f1(s, p, t);

8 β(s, t)[p− s] = f1(s, p, t) + CI(vt, |vtvp|);
9 end

10 Construct two RMQ oracle Oα(s,t) and Oβ(s,t) on arrays α(s, t) and

β(s, t);

11 foreach p ∈ [s+ 1, t] do

12 γ(s, t)[t− p] = f2(s, p, t);

13 η(s, t)[t− p] = f2(s, p, t) + CI(vs, |vsvp|);
14 end

15 Construct two RMQ oracle Oγ(s,t) and Oη(s,t) on arrays γ(s, t) and

η(s, t);

16 t← t+ 1;

17 end

18 s← s− 1;

19 end

20 p← 0;

21 while p < n− 1 do

22 foreach m ∈ [p+ 1, n− 1] and |vpvm| ≤ rmax do

23 if p = 0 then

24 g(p,m)← f(0,m) + CI(v0, |v0vm|);
25 end

26 else

27 z0 ←∞;

28 foreach q ∈ [0, p− 1] and |vpvq| ≤ rmax do

29 z0 ← min(z0, g(q, p) + CI(vp,max(|vpvq|, |vpvm|)) + f(p,m));

30 end

31 g(p,m)← z0;

32 end

33 end

34 p← p+ 1;

35 end

36 AV Gmin ←∞;

37 foreach p ∈ [0, n− 2] and |vpvn−1| ≤ rmax do

38 AV Gmin ← min(AV Gmin,
1
n · g(p, n− 1) + CI(vn−1, |vn−1vp|));

39 end

40 return AV Gmin;
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Algorithm 2: Subfunction to compute f(s, t) and all related functions

1 if s+ 1 = t then

2 f(s, t)← 0;

3 end

4 else

5 z ←∞;

6 foreach m ∈ [s, t− 1] do

7 z ← min(z, f
′
1(s,m) + f

′
2(m+ 1, t));

8 end

9 f(s, t)← z;

10 end

11 f1(s, s, t)← f(s, t);

12 f2(s, t, t)← f(s, t);

13 foreach p ∈ [s+ 1, t− 1] do

14 f
[1]
1 (s, p, t)← Oβ(s,p)

(
{q − s|s ≤ q < p & |vpvq| ≥ |vpvt|}

)
+ f(p, t);

15 f
[2]
1 (s, p, t)← Oα(s,p)

(
{q − s|s ≤ q < p & |vpvq| <

|vpvt|}
)

+ f(p, t) + CI(vp, |vpvt|);

16 f1(s, p, t)← min(f
[1]
1 (s, p, t), f

[2]
1 (s, p, t));

17 f
[1]
2 (s, p, t)← Oη(p,t)

(
{t− q|p < q ≤ t & |vpvq| ≥ |vpvs|}

)
+ f(s, p);

18 f
[2]
2 (s, p, t)← Oγ(p,t)

(
{t− q|p < q ≤ t & |vpvq| <

|vpvs|}
)

+ f(s, p) + CI(vp, |vpvs|);

19 f2(s, p, t)← min(f
[1]
2 (s, p, t), f

[2]
2 (s, p, t));

20 end

21 z1 ←∞;

22 z2 ←∞;

23 foreach p ∈ [s, t− 1] do

24 z1 ← min(z1, f1(s, p, t) + CI(vt, |vpvt|));
25 end

26 foreach p ∈ [s+ 1, t] do

27 z2 ← min(z2, f2(s, p, t) + CI(vs, |vpvs|));
28 end

29 f
′
1(s, t)← z1;

30 f
′
2(s, t)← z2;

node constrained by the maximum transmission radius rmax. vt is a neighbor of vs.

For a given s, there are at most ∆ different choices of t and at most t − s choices

of m. Since all the nodes are deployed along a line, t− s ≤ ∆. Also, for a given m,
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there are at most ∆ choices of p as vp is a neighbor of vm. Therefore, the total num-

ber of different functions f1(s, p,m) is O(n∆2). A similar result can be achieved for

f2(m, p, t). For a similar reason, the overall preprocessing time of all RMQ oracles is

O(n∆2). With dynamic programming, each function f1(s, p,m) and f2(m, p, t) can

be computed in O(1) time. Thus, the time complexity to compute the MAI in 1D

networks is O(n∆2). The optimal spanning tree can be computed through traceback

efficiently.

4. Bound on MMI while Minimizing Average Interference

In this section, we derive an upper bound on the MMI while minimizing the average

interference.

4.1. Preliminaries

Firstly, we define the following property, dubbed the EX property which stands for

‘mutual EXclusion of the long edges’.

Definition 4.1 (EX property) For four nodes a, b, c, and d, if min(|ab|, |cd|) >
max(|ad|, |bc|), the edges (a, b) and (c, d) are not in a spanning tree simultaneously.

It also holds when a = d.

a

b

c

d

Fig. 3: Four nodes in

T = (V,E)

a

b

c

d

Fig. 4: Replace (a, b)

with (b, c)

a

b

c

d

Fig. 5: Replace (a, b)

with (a, d)

Next, we show that we can always find an optimal spanning tree with the MAI

that satisfies the EX property.

Theorem 4.1. For a set of nodes V deployed in a 2D plane, there is always a

spanning tree, Tex = (V,Eex), with the MAI that satisfies the EX property.

Proof. For a spanning tree T = (V,E) with the MAI, if it satisfies the EX property,

we set Tex = T and we have the proof. If not, we can construct Tex as follows. For

each set of four nodes a, b, c and d such that min(|ab|, |cd|) > max(|ad|, |bc|) and

(a, b) ∈ E, (c, d) ∈ E (note that here a and d can be the same node) (Figure 3),

(1) if a has a path to d in the graph T1(V,E − {(a, b), (c, d)}), we set E′ = E −
(a, b) + (b, c) (Figure 4);

(2) if a does not have a path to d in the graph T1(V,E − {(a, b), (c, d)}), we set

E′ = E − (a, b) + (a, d) (Figure 5).
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Firstly, we show that Tex is a spanning tree. According to the construction of

Tex, in case 1, as a and d have a path, the four nodes are still connected and

|Eex| = |E| = n − 1; therefore, Tex is a spanning tree. The same result can be

obtained similarly for case 2. Secondly, we show that Tex also has the MAI. In case

1, we delete (a, b) and add (b, c). As |bc| < |ab| and |bc| < |cd|, the modification

does not increase the transmission radius of any node, which means that the total

interference created by the nodes is not increased. The same conclusion applies to

case 2. Thus, Tex is a spanning tree with the MAI that satisfies the EX property.

The theorem is proved.

As Tex satisfies the EX property, we have

Corollary 4.1. For two regions S1 and S2 of diameters d1 and d2 respectively,

there is at most one edge (u, v) ∈ Eex such that |u, v| > max(d1, d2) with u ∈ S1 and

v ∈ S2. (Figure 6).

d1/2

u
v

S1
S2

d2/2

Fig. 6: There is at most one edge (u, v) ∈ Eex where u ∈ S1, v ∈ S2 and |u, v| >
max(d1, d2)

4.2. The Upper Bound

According to Corollary 4.1, we can bound the maximum interference in Tex as de-

scribed in Theorem 4.2.

Theorem 4.2. In the spanning tree Tex, the maximum interference is bounded

by O(logλ), where λ = min(dmax,rmax)
dmin

. dmax and dmin are the longest and shortest

distance between any two nodes respectively.

Proof. For any node v ∈ Eex, the set H contains the other nodes that can interfere

with v. We separate the elements in H into subsets according to their transmission

radii as follows:

hi = {u|u ∈ H and (1 + ε)i−1dmin ≤ ru < (1 + ε)idmin}, i = 1, 2, 3 · · · (4.1)

where ε is a positive constant. The subsets have the following properties:

H =
∑
i

hi, and {hi ∩ hj = ∅ if i 6= j}. (4.2)
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Since the possible longest transmission radius in Tex is λ×dmin, we have the maximal

i, denoted as imax, as follows.

(1 + ε)i ≤ λ⇒ imax = O(log λ). (4.3)

As the transmission radii of the nodes in hi are smaller than (1 + ε)idmin, the nodes

are all inside the circleb c(v, (1 + δ)(1 + ε)idmin). Further, the nodes in hi and their

neighbors are all inside the circle c(v, (2 + δ)(1 + ε)idmin). We use a set of squares,

the length of whose edges is
√

2
4 (1+ε)i−1dmin, to fully cover the area inside the circle

c(v, (2 + δ)(1 + ε)idmin). So, the number of the squares needed is

c0 = (d2× (2 + δ)(1 + ε)idmin√
2

4 (1 + ε)i−1dmin
e)2 = (d4

√
2(2 + δ)(1 + ε)e)2. (4.4)

For each node u ∈ hi, since ru ≥ (1 + ε)i−1dmin, u must have an edge (uu′) ∈ Eex
which lies inside the circle c(v, 2(1 + ε)idmin) such that |uu′| ≥ (1 + ε)i−1dmin.

The diameter of each square is (1+ε)i−1dmin

2 . According to Corollary 4.1, for each

pair of the squares, s1 and s2, there is at most one edge (v1v2) such that |v1v2| ≥
(1 + ε)i−1dmin and v1 ∈ s1, v2 ∈ s2. Therefore, the number of nodes in hi is:

|hi| ≤ 2×
(
c0

2

)
= c1 (4.5)

where c1 is a constant. Based on Equation 4.3, the interference on the node v is

RI(v) = |H| =
∑
i

|hi| ≤ c1 × imax. (4.6)

According to Equations 4.3 and 4.6, we have

RI(v) = O(log λ). (4.7)

Therefore, the maximum interference in Tex is bounded by O(log λ). The theorem

is proved.

Based on the above theorem, we have the following corollary:

Corollary 4.2. In 2D networks, the MMI is bounded by O(log λ) while minimizing

the average interference.

5. Minimizing Average Interference in 2D Networks

5.1. Basic Ideas

Given n nodes arbitrarily deployed in a 2D region, we can simply find the minimum

number, denoted as m, of parallel lines so that all the nodes are located on the lines

bc(v, r) stands for a circle centering at point v with radius of r.
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(Figure 7). We set a parallel line as the x-axis, and refer to the n nodes from left to

right as V = {v0, v1, · · · , vn−1}, where for two nodes vi = (xi, yi) and vj = (xj , yj),

i < j iff xi < xj or {xi = xj and yi < yj}. (5.1)

According to Equation 4.6, we can construct the topology with the MAI while the

maximum interference does not exceed k = min(c1 × imax, n− 1). Here, we restrict

the maximum interference because it is a critical parameter in determining the time

complexity of our algorithm which we analyze in Section 5.3.

V0

V1

V2

V3

V4

V5

V6

V7

V8

V9
V10

V11

x

y

Fig. 7: 12 nodes deployed in a 2D region with the minimum number of

parallel lines covering them.

We assume a virtual line clin that separates the nodes into the left and right

parts. Initially, there is only v0 on the left of clin. We move rightward (and rotate

if necessary) the line to include one more node on its left each time until all the

nodes are on the left of clin. When moving clin to include vp (0 ≤ p < n) in the left

part, we compute the minimum total interference created by the nodes inside [0, p],c

while the maximum interference does not exceed k and the total topology for the n

nodes is connected. Here, the nodes on the left of clin may connect to and interfere

with the nodes on the right, and vice versa. When computing the topology for the

nodes on the left of clin, we need to assume a topology on the right and take the

mutual interference into account. Thus, for an interval [s, t] (0 ≤ s ≤ t ≤ n− 1), we

define the following items:

cFor an interval [s, t], s ≤ t, the nodes inside [s, t] are the ones from vs to vt. The nodes outside
[s, t] are the ones on the left of [s, t] (the nodes from v0 to vs−1) and on the right of [s, t] (the nodes
from vt+1 to vn−1).
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• c[s,t], which records the interference from the nodes inside [s, t] to the nodes

outside, i.e., c[s, t] contains the nodes (together with their transmission radii)

that can interfere with the nodes outside [s, t].

• s[s, t], which records the connectivity of the nodes inside c[s, t], i.e., s[s, t] stores

all the connected components (or subsets) of the nodes in c[s, t].

Note that the nodes recorded in c[s, t] and in s[s, t] are the same set of nodes. As

the maximum interference does not exceed k, we call c[s, t] valid if and only if there

are no more than k nodes inside [s, t] that interfere with the same node outside [s, t].

With the above definitions, we now introduce the algorithms to compute the MAI

while the maximum interference does not exceed k.

5.2. Algorithms to Compute MAI

We define a function F (p, c[0, p], c[p+ 1, n− 1], s[0, p]), 0 ≤ p < n− 1, to construc-

t a topology minimizing the interference created by the nodes inside [0, p] while

satisfying the following conditions:

(1) the interference from nodes inside [0, p] to the nodes inside [p+ 1, n− 1] is the

same as that recorded in c[0, p];

(2) the interference from nodes inside [p+ 1, n− 1] to the nodes inside [0, p] is the

same as that recorded in c[p+ 1, n− 1];

(3) the connectivity of the nodes in c[0, p] is the same as that recorded in s[0, p];

(4) all the nodes inside [0, p] but not in c[0, p] have a path to at least one node in

c[0, p];

(5) the interference on each node inside [0, p] does not exceed k.

If F returns +∞, it means there is no such topology that satisfies all the conditions.

Here, conditions 1, 2 and 5 are to guarantee that the maximum interference in the

final topology does not exceed k. Conditions 3 and 4 are for the requirement of

connectivity. Specifically, condition 4 is to guarantee that the nodes in [0, p] but not

in c[0, p] can connect to the nodes in [p+ 1, n− 1] through the nodes in c[0, p]. The

function F can be calculated in Algorithm 3:

• Lines 1–5 are the boundary condition;

• Lines 7–10 are to enumerate the possible situations;

• In Line 10, for a node v, R(v) is defined as R(v) = {|uv||u ∈ V and |uv| ≤ rmax},
which is the set of potential transmission radii of v;

• Line 11 is to connect vp to nodes in [0, p− 1] to maintain connectivity;

• In Line 12, c′[0, p] and s′[0, p], which are defined as the same as c[0, p] and s[0, p]

respectively, are computed based on c[0, p− 1], s[0, p− 1] and the newly added

edges in Line 11;

• Lines 13–16 are to check all the conditions and update the minimum total in-

terference.
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Algorithm 3: Compute F (p, c[0, p], c[p+ 1, n− 1], s[0, p])

1 if p = 0 then /* the boundary condition */

2 if there are more the k nodes in c[p+ 1, n− 1] that can interference with

v0 then

3 return +∞;

4 end

5 else

6 return CI(v0, rv0);

7 end

8 end

9 total← +∞;

10 foreach valid c[0, p− 1] do

11 foreach valid c[p, n− 1] do

12 foreach s[0, p− 1] do

13 foreach rvp ∈ R(vp) do

14 Connect vp to the nodes in

{v|v is inside [0, p− 1] and |vvp| ≤ min(rv, rvp)};
15 Compute c′[0, p] and s′[0, p];

16 if c[0, p] = c′[0, p] and s[0, p] = s′[0, p] and all the nodes in

[0, p] but not in c[0, p] have a path to at least one node in c[0, p]

and the interference on vp does not exceed k then

17 tmp← F (p−1, c[0, p−1], c[p, n−1], s[0, p−1])+CI(vp, rvp);

18 if tmp < total then

19 Total← tmp;

20 end

21 end

22 end

23 end

24 end

25 end

26 return Total ;

The MAI of all the nodes can be computed in the algorithm MAI-GRID (Al-

gorithm 4). MAI-GRID checks the interference on vn−1 and makes sure that all

the nodes in s[0, n − 2] have a path to vn−1 such that the network connectivity

is maintained. MAI-GRID computes the minimum total interference by the sum of

interference created by nodes in [0, n−2] and the interference created by vn−1. After

computing MAI-GRID, we can also construct the optimal spanning tree with the

MAI through traceback. Figure 8 is an example of the optimal topology.
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Algorithm 4: MAI-GRID: compute the MAI in a grid network

1 k ← min(c1 × imax, n− 1), total← +∞;

2 foreach valid c[0, n− 2] do

3 foreach s[0, n− 2] do

4 foreach rvn−1 ∈ R(vn−1) do

5 Connect vn−1 to the nodes in

{v|v is inside [0, n− 2] and |vvn−1| ≤ min(rv, rvn−1)};
6 c[n− 1, n− 1] = {vn−1, rvn−1};
7 if the interference on vn−1 does not exceed k and all the nodes in

s[0, n− 2] has a path to vn−1 then

8 t← F (n−2, c[0, n−2], c[n−1, n−1], s[0, n−2])+CI(vn−1, rvn−1);

9 if t < total then

10 Total← t;

11 end

12 end

13 end

14 end

15 end

16 return total
n ;

V0

V1

V2

V3

V4

V5

V6

V7

V8

V9
V10

V11

x

y

Fig. 8: The optimal topology with the MAI, which is 29
12 .

5.3. Analysis

Recall that c[0, p] and s[0, p] record the same set of nodes. Based on the definition

of the function F , Condition 4 and the check in Line 7 of Algorithm 4 guarantee the
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connectivity of our output; Condition 5 and the check of the interference on vn−1

(Line 7 in Algorithm 4) guarantee the maximum interference of our output does

not exceed k. Further, our algorithm actually compares all the possible connected

topologies with the maximal interference equal to or smaller than k. Therefore, the

method outputs the optimal topology with the MAI while the maximum interference

does not exceed k. The correctness of the algorithms has also been established

through comparing our results with the outputs of the brute-force search which

runs in time O(n∆).

The main complexity to construct the optimal spanning tree is to compute the

F functions. In our optimal topologies, the maximum interference does not exceed

k. If there are more than mk nodes in c[s, t] that interfere with the nodes on the

left of [s, t], there must be a parallel line, and the rightmost node on the left of [s, t]

on the line will experience an interference larger than k. Therefore, in a valid c[s, t],

there are at most min(mk, n) nodes. Similarly, there are at most min(mk, n) nodes

interfering with one node on the right of [s, t]. The number of different transmission

radii of a node v is at most ∆. Therefore, the number of valid c[0, p] is O((n∆)mk).

A similar result can be achieved for c[p+1, n−1]. The number of variations of s[0, p]

is O((mk)mk). As ∆ ≤ n−1 and k = O(logλ), the time complexity to construct the

optimal spanning tree with the MAI is nmO(log λ).

The minimum number of parallel lines to cover all the nodes can be linear in n,

e.g. m = O(n). Therefore, the time complexity is still exponential in the worst case.

However, in some cases when the nodes are deployed along a few parallel lines, e.g.

m is a small constant, our algorithm is fast.

6. Conclusion

In this paper, we study how to minimize the average interference while preserv-

ing connectivity through topology control in wireless sensor networks. The protocol

models is adopted, where the interference range of a node is a constant times larger

than its transmission range. In 1D networks, based on the no-cross property and

dynamic programming, we propose a fast exact algorithm to compute the mini-

mum average interference. In 2D networks, using computational geometry, we prove

that the minimum maximum interference can still be bounded while minimizing

the average interference. Moreover, we propose exact algorithms to compute the

minimum average interference in 2D networks. Future work directions include inter-

ference minimization in 3D networks (some real sensor networks are 3D), and how

to reduce interference for network properties besides connectivity, such as planarity,

low node degree and small spanner.
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