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Abstract Illumination consistency is important for photo-
realistic rendering of mixed reality. However, it is usually
difficult to acquire illumination conditions of natural envi-
ronments. In this paper, we propose a novel method for eval-
uating the light conditions of a static outdoor scene without
knowing its geometry, material, or texture. In our method,
we separate respectively the shading effects of the scene due
to sunlight and skylight through learning a set of sample im-
ages which are captured with the same sun position. A fixed
illumination map of the scene under sunlight or skylight is
then derived reflecting the scene geometry, surface material
properties and shadowing effects. These maps, one for sun-
light and the other for skylight, are therefore referred to as
basis images of the scene related to the specified sun posi-
tion. We show that the illumination of the same scene under
different weather conditions can be approximated as a lin-
ear combination of the two basis images. We further extend
this model to estimate the lighting condition of scene images
under deviated sun positions, enabling virtual objects to be
seamlessly integrated into images of the scene at any time.
Our approach can be applied for online video process and
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deal with both cloudy and sun shine situations. Experiment
results successfully verify the effectiveness of our approach.
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1 Introduction

Augmented Reality (AR) is a rapidly growing research field
of the mixed reality, in which the seamless integration of
synthetic objects into a live video is highly desired. To meet
this goal, not only the geometry but also the illumination of
the virtual objects should be consistent with those of the real
environment displayed in the video.

Achieving illumination consistency in augmented real-
ity is a challenging task since the lighting conditions of the
real environment in the live video are usually unknown. In
outdoor scenes, the only direct light source is the sunlight,
which lit the atmosphere to produce the skylight. As the or-
bit of the sun is fixed and its position is deterministic at any
time during a day, the light conditions mainly due to sun-
light can be easily calculated. However, during cloudy days
the skylight plays an important role for object illumination.
Moreover, the lighting conditions often change dramatically
due to cloud motion. These increase the difficulty to recover
lighting conditions of the scene.

Nakamae et al. [15] contributed an early work on il-
lumination consistency for merging virtual objects into
images. In general, there have been three types of ap-
proaches to acquire light sources, including measurement-
based approaches, physical model-based approaches and
image estimation-based approaches. Also, inverse rendering
and image-based relighting largely address a similar prob-
lem. However, those methods either request that a 3D model
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of the environment to be known in advance or can only deal
with small indoor environments such as labs.

In this paper, we focus on estimating the light source of
static outdoor scenes for online videos captured at a fixed
viewpoint. Our key idea is to derive lighting conditions by
learning from a set sample images of the same view under
different weather and light conditions. A novel framework
is proposed to estimate the lighting conditions of outdoor
scenes, i.e. the intensity of the sunlight and the skylight. Our
main contributions include: (1) a separation model of light
and basis images for outdoor scenes to recover the lighting
conditions under various weather conditions; (2) extension
of the model to account for sun position variation; and (3) a
reconstruction framework to acquire the lighting conditions
of a live image.

Live videos that we deal with at this paper are about sta-
tic outdoor scenes containing buildings, trees and sky. The
videos are captured with a camera mounted on a tripod. Our
method consists of two stages: an off-line learning stage and
an online registration stage. In the off-line stage, we con-
struct an image database and obtain basis images with re-
spect to the different sun positions. During the online stage,
for each input frame, we calculate its light parameters based
on the knowledge learned in the off-line stage. In this pa-
per, foggy, raining, and snowing weather conditions are not
considered.

The rest of this paper is organized as follows. Section 2
introduces most related work to our studies here. Section 3
presents our model and method to estimate basis images and
light source from a set of images with the same sun position.
Section 4 describes an extension to our method to account
for the deviation of sampled sun positions. Section 5 ex-
plains the implementation of our method. Section 6 presents
some experiment results and discussions. Finally, in Sect. 7,
we conclude the paper and point out some future work di-
rections.

2 Related work

The appearance of an image regarding a static view varies
greatly with the environment’s lighting conditions. The
methods of light source estimation are studied by re-
searchers in several fields, such as inverse rendering, shape
from shading, and intrinsic image analysis.

In inverse rendering [3], direct measurement method of
the light sources can be employed to reduce the compu-
tation complexity [13, 29]. However, these approaches are
obviously impractical for outdoor scenes. Alternatively, De-
bevec et al. [4] used the HDR environment map to capture
omnidirectional incident light in a complex environment.
This image-based method has been widely used to facilitate
acquisition of lighting conditions, e.g. [1, 6, 19]. However,

HDR is not suited for outdoor scenes because the sunlight in
general is too bright, leading to a saturated image even when
the HDR image is captured using a very fast shutter speed.
Moreover, if the sky is clouded or the clouds drift in the sky,
there will inevitable be some movement in the low dynamic
images used to compile the HDR image, making resultant
HDR images worthless.

The shading of an object in a photograph is jointly depen-
dent on the BRDF and geometry of the object as well as the
light source. In principle, the light source can be solved if the
geometry and surface BRDF of the illuminated object are
available. Such physical model-based solutions observe the
cues of shading [2], shadows [20, 27], critical points [30].
Other inverse rendering methods, such as the ones proposed
by Seitz et al. [21] and Nayar et al. [17], separate the illu-
mination in a scene into its direct and global components
using controlled lighting. Many methods which aim at re-
covering shapes from shading also estimate light sources,
e.g. Sharma [22] and Hara [7]. Most of the physical model-
based approaches work effectively only for indoor scenes
such as lab environments since they usually require the 3D
geometries of the scene to be known. For more illumination
estimation approaches in mixed reality, please refer to [8].

Recently intrinsic images analysis have drawn a lot of re-
search attentions, which separate an image into reflectance
and illumination effects. Intrinsic image can be drawn from
a single image [26] or image sequences [28] by adding some
constraints. Matsushita et al. [14] proposed an image-based
decomposing method to analyze the intrinsic component of
image sequences for any daytime sequences. However, ex-
isting intrinsic image decomposition approaches are not ro-
bust enough to deal with natural images captured under little
control.

Most recently, people have actively studied image se-
quences captured of outdoor scenes, e.g. constructing use-
ful database [16], segmenting outdoor images [9, 12], re-
covering camera properties from outdoor images [10, 11].
Sunkavalli et al. [23] decomposed a video sequence to three
images, two basis curves, and a compressed representation
for shadows. Their method can recover any images in the se-
quence given these representations. However, this method is
only for sunshine day, and this restriction is later removed by
using a more accurate model in [24]. Although these meth-
ods analyzed the component of the scenes, no explicit light-
ing conditions are drawn and transferred to virtual objects.
Moreover, since both approaches are performed for spatial-
temporal data, they are only applicable for postprocessing
outdoor videos and not suitable for solving our problem.

To solve for the illumination of outdoor scenes, two ma-
jor challenges exist. First, geometries of 3D objects in nature
scenes such as large scale buildings, various trees are usually
difficult to acquired. Second, outdoor scenes are usually in-
volved with complex illumination situations, including both
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sunlight and skylight. Solving a global illumination equation
of outdoor scenes is time consuming, which does not meet
the real-time requirement of augmented reality applications.

3 Ideal light source recovering

To ensure the illumination consistency between the virtual
objects and the background images, we first extract useful
information from a number of sampling images of the same
scene captured at different time.

3.1 Illumination model of outdoor scenes

The light source of outdoor scenes consists of the sunlight,
skylight, and environment light. The sunlight is a directional
light source with small solid angle, which is usually treated
as a parallel light. In sunny days, the sunlight accounts for
about 80% energy of all the light sources. The skylight, dis-
tributed in a hemisphere of the sky dome, is the dominate
light source in cloudy days. The standard skylight distribu-
tion can be modeled following the method proposed in [25].
In this work, we use the following rendering equation for a
natural environment without inter-reflection:

I (x, θout, λ)

= Isun(x,λ) + Isky(x,λ) + Ienv(x,λ)

=
∫

Ωsun

ρ(x, θin, θout, λ)S(x, θin)Lsun(x, θin, λ)

× cos θ(x, θin) dω

+
∫

Ωsky

ρ(x, θin, θout, λ)S(x, θin)Lsky(x, θin, λ)

× cos θ(x, θin) dω

+ ρ(x,λ)Lenv(x,λ), (1)

where x is a 3D point in the scene, λ denotes the wavelength,
ρ(x, θin, θout, λ) is the bi-directional reflectance distribution
function (BRDF), S(x, θin) is the occlusion coefficient of x,
Lsun(x, θin, λ) is the sunlight irradiance arriving at x, θin and
θout are the incidence and reflectance angles respectively,
and ω is a solid angle. Note that the incident direction of
the sunlight is related to the time and date, and the longi-
tude and latitude of the camera position [18], Lsky(x, θin, λ)

is the irradiance of the skylight along the direction ω, which
is modeled according to the method described at [25], Ωsun

and Ωsky are the distribution solid angle areas of the sunlight
and skylight respectively.

3.2 Basis image model

Since the sun is a distant light source, it is reasonable to
assume that Lsun is a constant for all the x in the scenes and

cos θ(x, θin) can be approximated as a constant for all the
θin, i.e. Lsun(x, θin, λ) = Lsun(λ), cos θ(x, θin) = cos θ(x).
If the scenes are static and the viewpoint is fixed, θout would
only depend on x. Therefore we ignore the parameter θout

in (1) and have:

Isun(x,λ) = Lsun(λ)

∫
Ωsun

ρ(x, θin, λ)S(x, θin) cos θin(x) dω.

(2)

On the contrary, Ωsky is the hemisphere above x, Lenv(λ) is
the environment light. Although in sunny days the skylight is
distributed asymmetrically, its percentage with respect to the
whole illumination is relatively small. In the cloudy days,
the skylight is dominant, and usually is more or less uni-
formly distributed. Hence it is reasonable to assume that the
skylight is distributed uniformly, which leads to:

Isky(x,λ) = Lsky(λ)

∫
Ωsky

ρ(x, θin, λ)S(x, θin) cos θin(x) dω,

(3)

where Lsky(λ) is a constant for all x. We define:

{
Csun(x,λ) = ∫

Ωsun
ρ(x, θin, λ)S(x, θin) cos θin(x) dω,

Csky(x,λ) = ∫
Ωsky

ρ(x, θin, λ)S(x, θin) cos θin(x) dω.

Obviously, these two terms reflect the shadows, geometry
and reflectance of scene objects at each pixel. Since the dis-
tribution of environment light is very similar to that of the
skylight, it can be modeled in the same form of skylight and
jointly accounted for with the skylight, then any image can
be approximately decomposed into a linear composition of
the following two terms:

I (x,λ) = Lsun(λ)Csun(x,λ) + Lsky(λ)Csky(x,λ). (4)

We notice that both Lsun(λ) and Lsky(λ) are constant for all
x in (4), and Csun(x,λ) and Csky(x,λ) are fixed illumination
maps of the same scene under the sunlight or skylight with
respect to a specified sun position. We call Csun(x,λ) and
Csky(x,λ) the basis images. Therefore the illumination of
any images of the same scene with the same sun position can
be represented as the composition of these two basis images
(see Fig. 1).

3.3 Camera response curve

A camera usually transfers the received intensity of the
scene to RGB value adhering to a response curve. With the
known exposure time, an image can be converted to a radi-
ance map. We recover the camera response curve using the
technique described in [5]. The illumination estimation is
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Fig. 1 An image can be expressed by the basis images

then performed in the radiance space. Since there is an un-
known scaling factor of every channel of color images, we
can only recover the relative radiance of background image.
Correspondingly, the sunlight and the skylight is also esti-
mated in a relative manner.

3.4 Estimation of basis images from samples

For simplicity, in the following, we ignore the symbol λ and
represent color with RGB components. For a pixel xj , j =
1, . . . ,m in all the n registered images, we have:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

I1(xj ) = Lsun,1Csun(xj ) + Lsky,1Csky(xj )

I2(xj ) = Lsun,2Csun(xj ) + Lsky,2Csky(xj )

...

In(xj ) = Lsun,nCsun(xj ) + Lsky,nCsky(xj )

(5)

for every pixel xj in an image Ii , in case of the Lsun,i and
Lsky,i are available, Ii(xj ) involves only two unknowns,
thus we need two registered images under different weather
conditions to solve for these two unknowns. If more than
two images are available, we use the least-squared method
to derive an optimal solution of the equations. We denote the
solution as Ĉsun(xj ) and Ĉsky(xj ).

For all pixels xj (j = 1, . . . ,m) in an image I where I

can be one of Ii ’s (i = 1, . . . , n) or captured under other
lighting conditions as long as it is acquired under a similar
sun position as Ii, i = 1, . . . , n, we have:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

I (x1) = LsunĈsun(x1) + LskyĈsky(x1)

I (x2) = LsunĈsun(x2) + LskyĈsky(x2)

...

I (xm) = LsunĈsun(xm) + LskyĈsky(xm).

(6)

Also we use least squared method to compute Lsun and Lsky.
Denote the solution as L̂sun, and L̂sky, then we can recon-
struct the image Ii from the basis images as:

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

Î (x1) = L̂sunĈsun(x1) + L̂skyĈsky(x1)

Î (x2) = L̂sunĈsun(x2) + L̂skyĈsky(x2)

...

Î (xm) = L̂sunĈsun(xn) + L̂skyĈsky(xn).

(7)

We call the difference of the reconstructed image and the
original image as an error map, i.e. E(xj ) = ‖Î (xj ) −
I (xj )‖, for all j = 1,2, . . . ,m.

To make our algorithm more robust, we manually pick up
some regions to obtain a rough sunlight and skylight condi-
tion using the intensity of a diffuse surface in the scene [15].
This provides an initial estimation for Lsun,i ’s and Lsky,i ’s
for all the i in (5). We then iteratively compute the basis
images and the light parameters using (5) and (6). Notice
that with the two basis images of C.(x), we can refine the
two lighting parameters L.,i . Also if L.,i and C.(x) are one
solution, μL.,i and 1/μC.(x) will also be a solution. Since
we have assumed that skylight is uniform, its basis image
should be constant. Therefore, we can give a coefficient con-
straint 1

n

∑n
i=1 Lsky,i = 1 to fix the scale. We usually use

more than three images to recovery basis images to achieve
robust solutions. The resolved skylight basis images have
errors around 3∼8 intensity grades. Since there are 255 in-
tensity levels, such an error level is within a decent noise
range.

4 Extended light source recovering

We have derived a linear model for illumination due to the
sunlight and skylight for the images with the same sun posi-
tion. It is found that, the orbit of the sun in the sky dome is
on a plane in the same day, and gradually rotates in latitude
day after day. Therefore, we need to extend this model to
those images with small deviation of the sun position.

4.1 Extension problems

To insert the virtual object into the real scenes with consis-
tent illuminance, we need to specify the relationship at least
in one image, i.e. give a scale of lighting condition of an im-
age, to make the intensity of virtual objects match that of the
real scene. All others can be automatically registered by our
algorithm.

In practice, we manually select some key frames to avoid
formulating an ill-posed linear equations and make our algo-
rithm more robust. Note that our model is constrained to the
same sun position, which would cause errors for the images
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where the sun position deviates from that of the key frames.
In this case, the main error is the difference of shadow term
S(x, θin), and cosine term cos θin(x) in Csun(x).

4.2 Compensating of cosine term

At the off-line stage, we select two or three key images in
a sunny day from our database in which the sun direction
denoted as ei, i = 1, . . . , s (s = 2 or 3) can serve as ba-
sis vectors of a 2D or 3D space since the sun directions
are in a plane in the first day. And the light conditions are
also known in these selected images. Therefore, for a dif-
fuse surface in the scene with normal vector N , the prod-
uct of surface reflectance kd and the cosine angle between
N and ei are known. We denote 〈ei,N〉 as the cosine term
of the incidence and Ji = kd × 〈ei,N〉. Any sun direction
can be expressed as a linear combination of these basis vec-
tors: v = ∑s

i=1 κiei where κi can be solved for a known
v. Suppose the sun direction of the closest key frame is
v′ = ∑s

i=1 νiei , and for a pixel in the images, we have:

I = kd〈v,N〉 = kd

s∑
i=1

κi〈ei,N〉 =
s∑

i=1

κiJi,

(8)

I ′ = kd〈v′,N〉 = kd

s∑
i=1

νi〈ei,N〉 =
s∑

i=1

νiJi,

where Ii is known. Consequently, we have the extended co-
sine term:

cos θin = 〈v,N〉 = 〈v′,N〉
∑s

i=1 κiJi∑s
i=1 νiJi

. (9)

Now we can compensate the intensity due to the direction
of the sunlight deviating from that of the key frame without
knowing the normal vector of the scenes.

4.3 Compensating of shadow term

For any sun position, we select a sample sun position which
is the closest. We denote it as k, and its corresponding basis
images are Csun,k(x) and Csun,k(x). We adopt the compen-
sated sunlight basis images C′

sun,k(x) as its sunlight basis
image, and then recover the light conditions by using the
method described in Sect. 3.4. After that we estimate the er-
ror map. If the error is more than threshold ε, we just blind
these pixels out of the extended basis images, and then the
extended basis images are renewed. We iterate the process
until convergence. During the deletion process, if the per-
centage of remaining pixels is less than a threshold, we di-
vide the strip of the sun position into small parts, select
the key frames and then estimate the light conditions as de-
scribed above.

With the compensation of shadow and cosine angle, the
light condition of an image can be recovered precisely using
the same method as described in Sect. 3.4.

Fig. 2 Region splitting due to the course of the sun on different date,
and each region has a pair of key basis images

5 System implementation

Our system consists of two stages: an off-line stage for ba-
sis image acquisition and an online stage for light condition
recovery. Since basis images are related to the sun position,
the sequence images captured in day time should be care-
fully organized.

5.1 Preparing the sample image database

A database is constructed to collect sample images of the
same scene under a wide variety of weather and illumina-
tion conditions. We capture images for 0.2 to 1 frames per
second. It takes at least two days with different weather con-
ditions to find out the solution of basis images. After that,
more and more images are added into the data base gradu-
ally, since the orbit of the sun is related to the season, and
the basis images are constructed gradually.

Our collecting process lasted one year, all the possible
sun positions were sampled. More samples may increase the
robustness, but not really necessary. Minimally, our system
can work as long as there are sample images captured from
two different weather conditions.

5.2 Database organization

As the orbit of the sun is a strip in the sky, the database is
organized by regions of the sun position as shown in Fig. 2.
Each region has one key sun position, which is associated
with one pair of basis images, and a set of images with the
same sun position and typical light conditions, which are
selected from captured images. Usually we use 15 degree
interval. The other samples are abandoned to keep the data-
base compact.

The sun gradually sweeps the region of the sky dome in
both longitude and latitude. When the system runs after at
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Fig. 3 The decomposition and reconstruction of images with the same sun position. Note that all the error maps have been multiplied by 3 times
for better visualization

Fig. 4 Compensation of the difference of the sun position due to the
time and date difference: (a) is a key frame, (b), (c) are two frames with
8 and 15 degree deviation w.r.t that of (a); (d–f) are the corresponding
extended basis images for the sunlight with removed pixels marked by
blue colors; (g–i) are the reconstructed images of (a–c); and (j–i) are
their error maps

least two days, we accumulate the sample images into data-
base due to the sun motion in latitude until all of the regions
in the sky dome are covered.

5.3 Online recovery of the lighting conditions

During online process, for each frames, we can find out its
basis images, and then recover the Lsun and Lsky by us-
ing the pixels in basis images. Although the basis images
may have masked pixels, it does not affect our solution. Our
method requires only two pixels with different illumination
conditions for obtaining the solution, which is very easy to

be satisfied. Of course, increasing the sampling points will
increase the robustness for recovering the light conditions.

We employ the following procedure to recover the light
conditions online. For any online image:

– Select key position with the sun position closest to that of
this image;

– Fetch the basis images from the database;
– Use these basis images to recover the light condition by

compensating the incidence difference;
– Reconstruct this image by recovering light condition and

basis images;
– Remove pixels with large error from the basis images;
– Repeat the above process until no pixels are removed;
– Use the updated basis images to recover light parameters

according to (6).

6 Results and discussion

The proposed approach for light recovery is examined with
a synthetic scene and three real scenes. The sample images
of the database were taken by a Cannon Eos5D, SX110,
Dragon Fly camera on a tripod. The virtual objects were ren-
dered by our software. Image registration is pre-processed
due to occasional move of the tripod or the jitter of shutter.
The algorithm is implemented on PC with 2.2 G CPU.

The key images of a synthetic and two real scenes are
demonstrated in Fig. 3. We select a set of original images
with the same sun position (sampled within 3 to 5 days) but
different weather conditions, and solve the basis images for
the sunlight and skylight. Note that the shadow area of the
sunlight is black in the sunlight basis image. For any other
image taken under the same sun position, it can be repre-
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Fig. 5 The comparison
between the recovered light
condition and ground truth for
the synthesis scene.
(a, d) Original images;
(b, e) reconstructed images;
(c, f) error maps, added by 128
intensity values for better
visualization

Table 1 The remaining pixels after removing large error caused by the position deviation of the sun

Deviation angle Synthetic scene, ε = 20 Campus scene, ε = 25

Percentage of Percentage of pixels Percentage of Percentage of pixels

remaining pixels error less than 10 remaining pixels error less than 10

5° 97.08% 92.38% 94.01% 86.72%

13° 90.77% 83.25% 89.23% 79.1%

21° 78.43% 71.91% 75% 68.2%

Fig. 6 Selected images in
typical weather conditions from
sequences after being composed
with virtual objects: (a) campus
scenes; (b) another view of the
campus scene; (c) building
scenes
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sented as a linear combination of these basis images. After
obtaining its light parameters using (6), we can reconstruct
it according to (7). From the figure, we can see the recon-
structed images are very similar to the original ones and the
reconstruction errors, multiplied by 3 times for better visu-
alization are very small. For campus scene shown in Fig. 6,
there is no complete cloudy images for solving basis im-
ages. However, the cloudy image can still be correctly re-
combined with very small error.

The effect of our compensation method is shown in
Fig. 4. We adopt ε around 20 out of 255 intensity levels as
a threshold to reject the deviated shadow pixels. While tol-
erating certain noise, such a threshold is effective for reject-
ing deviated shadow pixels since the intensity difference of a
suspected shadow pixel between two frames is usually larger
than this value. Table 1 shows the percent of remaining pix-
els after rejection for synthetic scene and campus scene. It is
found that there are still enough pixels to perform the calcu-
lation. From Fig. 4(d–f), we notice that the more deviation
there is, the more pixels are removed by our algorithm. Also,
in Fig. 4(c), there is a new object intruded into the shadow,
and it is also removed by the algorithm. The reconstructed
images in Fig. 4(g–i) are satisfactory. From the error maps
shown in Fig. 4(k–m), it can be seen that the error increases
when the deviation angle increases, but the result looks still
satisfactory. In our experiment, ±10◦ deviation is still ac-
ceptable for our algorithm.

The recovery of the light condition is first illustrated
by the synthesized scene with two light conditions shown
in Fig. 5(a, d). The reconstructed images are shown in
Fig. 5(b, e) with recovered light parameters. Figure 5(c, f)
show the error maps, the reconstruction error is very small.

Our algorithm is also examined by 3 real video sequences
as shown in Fig. 6. To check the quality of the recovering
of the light source, some virtual objects are inserted into
the real scenes. In the videos, the sunlight sometimes disap-
pears, or decreases in the real scenes, even so the shadows
and the color of the virtual objects match the background
very well. The virtual objects in these three scenes from top
to bottom are a budda and box, two bonsai trees and a box,
a red pavilion with a gray plane on the top of a building, re-
spectively. Please see the supplementary video to this paper
for more details.

The computing time for online light condition recovery is
about 21 fps with our not yet optimized code when the num-
ber of pixels used for calculation is within 60 × 30, which
is a quite large number for our application. From these ex-
amples, we can see that the quality and the speed provided
can meet the requirement of online application. Although
the examples are all limited to the fixed view, our method is
also applicable for camera panning by registering views in
advance.

7 Conclusion and future work

We have proposed a light source estimation method for out-
door scene images. In the method, we first derive the basis
images from sample images of database, the light condition
of an online image can then be estimated with these basis
images. To make our approach applicable to images under
deviated sun positions, we develop a scheme to compensate
the incidence term of sunlight and then remove the pixels
whose shadow term changes with respect to the basis im-
ages. Unlike traditional methods in literature, our method
requires no geometry information of the scene, which other-
wise would be difficult to acquire in practice.

Although in our method the shadow areas of the sunlight
are not required to be known in advance, the existence of
both shadowed and lit areas of the sunlight are necessary
to make the linear equations used in our algorithm well-
posed.

No wonder that outdoor illumination estimation is a very
challenging task. In this paper, we overlook the case of the
virtual objects being in shadow regions and this will be one
of our future work. We also plan to extend our work to cases
with moving viewpoints. Also, more complex weather con-
ditions should be considered, such as local cloud shadows
and fogs.
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