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1. Background

Although structured programming has been introduced for about two decades, there are still a lot of unstructured programs which need to be maintained [6]. Over 75 per cent of the costs in a system life cycle are spent on maintenance [4]. Because of this, quite a number of papers have discussed the problems of detecting program unstructuredness and proposed numerous ways of restructuring them. These papers can be divided into three categories:

(a) Most of the papers are based on heuristic or intuitive arguments [2, 5, 6, 10, 11, 12, 17, 20, 21, 22]. Each of the papers tries to propose a new method which is supposedly better than the previous ones [13]. According to the authors, unstructuredness is caused by four elements — branching into a selection, branching out of a selection, branching into a loop and branching out of a loop. The detection of these unstructured elements is a difficult task. Since none of these unstructured elements can exist in isolation, the authors recommend that we should test unstructured compounds, which are combination of unstructured elements. Unfortunately, the number of combinations is endless [19], so that this approach cannot be exhaustive.

(b) The second approach uses the concept of reducibility of program schemes [7, 8, 9, 13, 18]. In essence, a program scheme \( M_1 \) is reducible to another scheme \( M_2 \) if \( M_1 \) can be transformed to \( M_2 \) according to some defined rules. A program is structured if it can be reduced to a structured scheme, consisting only of sequences, selections and while-loops. It is not structured if irreducible forms result. But in practice, the number of irreducible forms increases exponentially with the number of decisions in a program [7], and hence it is very difficult to decide on the reducibility of large and complex programs.

(c) A third approach uses the concept of succession paths in flowgraphs to define the minimum module related with a given node. It seems to be the most promising because it produces simple but working algorithms. Urschler [16], for example, proposed an efficient algorithm for structuring programs automatically. However, since no attempt was made to isolate unstructuredness, a lot of time would be wasted in restructuring programs which were already structured. Becerril et al. [3] attempted both to supplement the approach with a theoretical basis and to discuss the conditions for unstructuredness. Unfortunately, no less than nine non-trivial errors were introduced before the conditions for unstructuredness were proposed. The results claimed in the paper were therefore unreliable.

* Part of this research was done at the London School of Economics, University of London under a Commonwealth Academic Staff Scholarship. It was also supported in part by a University of Hong Kong Research Grant.
Because of the problems of the first two methods and the promise of the third, we shall study the conditions for unstructuredness in terms of succession paths. We shall formally define multiple entries and exits, and show that two simple conditions are sufficient for the detection of unstructuredness. Only an outline of the theory will be given in this paper. Interested readers may refer to [15] for further details.

2. Skeletons

In this section, we shall define some of the properties of flowgraphs through the concept of succession paths.

We define a flowgraph as a finite set of nodes, together with two successor functions $s_{\text{true}}$ and $s_{\text{false}}$ defined on the nodes, satisfying four conditions:

(a) There is a unique node, denoted by begin, such that $s_{\alpha}(n) \neq \text{begin}$ for any node $n$ and any Boolean value $\alpha$.

(b) For any node $n$ other than begin, there exists a finite sequence of nodes $<\text{begin} \ m_0 \ ... \ m_r>$, together with a finite sequence of Boolean values $<\beta_0 \ ... \ \beta_{r-1}>$, such that

\[
\begin{align*}
m_0 &= s_{\text{true}}(\text{begin}); \\
m_i &= s_{\beta_{i-1}}(m_{i-1}) \quad \text{for} \ i = 1 \ ... \ r \ (\text{if} \ r > 0); \\
m_r &= n.
\end{align*}
\]

This sequence is known as an ancestry path.

(c) There is a unique node, denoted by end, such that

\[
s_{\text{true}}(\text{end}) = s_{\text{false}}(\text{end}) = \text{end}.
\]

(d) For any node $n$ other than end, there exists a finite sequence of nodes $<m_0 \ ... \ m_r \ \text{end}>$, together with a finite sequence of Boolean values $<\beta_0 \ ... \ \beta_r>$, such that

\[
\begin{align*}
m_0 &= n; \\
m_i &= s_{\beta_{i-1}}(m_{i-1}) \quad \text{for} \ i = 1 \ ... \ r \ (\text{if} \ r > 0); \\
\text{end} &= s_{\beta_r}(m_r).
\end{align*}
\]

This sequence is known as a succession path.

Our concept of succession is equivalent to the concepts of dominance of [13], back dominance of [8], reverse dominance of [18], postdominance of [3, 16] and descendants of [14]. The term “succession” is chosen to avoid the controversy towards the meaning of the word “dominance”.

We divide the nodes in a flowgraph into two classes: action nodes and decision nodes. For any action node $n$, $s_{\text{true}}(n) = s_{\text{false}}(n)$. That is to say, an action node has a unique successor. On the other hand, for any decision node $n$, $s_{\text{true}}(n) \neq s_{\text{false}}(n)$. For completeness, we shall treat the node begin as a decision node by defining $s_{\text{false}}(\text{begin}) = \text{end}$.

A succession path is said to be elementary if it does not contain more than one occurrences of the same node. A node $m$ is known as a common successor of another node $n$ if all the elementary succession paths $<s_{\text{true}}(n) \ ... \ \text{end}>$ and $<s_{\text{false}}(n) \ ... \ \text{end}>$ contain $m$. In this case, we write $n < m$.

* We shall use the Greek letters $\alpha$ and $\beta$ to denote Boolean values, and $-\alpha$ and $-\beta$ to denote their negations.
We define the least common successor of \( n \), denoted by \( s_v(n) \), as a node such that

(a) \( n < s_v(n) \);  
(b) For any node \( m, n < m \) implies \( s_v(n) < m \) or \( s_v(n) = m \).

Clearly, the least common successor of an action node is its successor and the least common successor of \texttt{begin} is \texttt{end}. The least common successor of any node in general can be found using the algorithm of [1] or [14].

Given a node \( n \) in any flowgraph, we define a skeleton \( q_{\alpha}(n) \) as the sequence of nodes \(<p_0 \ldots p_r>\) such that

\[
p_0 = s_{v}(n); \\
p_i = s_{v}(p_{i-1}) \text{ for } i = 1 \ldots r \text{ (if } r > 0); \\
s_{v}(p_r) = s_{v}(n).
\]

A skeleton is equivalent to a \( g \)-chain in [3].

Clearly the skeletons of action nodes are empty. What about decision nodes? Given a decision node \( n \), if one of its skeletons \( q_{\alpha}(n) \) is non-empty, we can show that an elementary succession path \(<n s_{v}(n) \ldots \texttt{end}>\) always exists. Furthermore, the elementary succession path \(<s_{v}(n) \ldots \texttt{end}>\) must contain all the elements of \( q_{\alpha}(n) \). Based on these two premises, we can arrive at the following proposition:

**Proposition 1**

If a decision node \( n \) is in one of its own skeletons \( q_{\beta}(n) \), then the opposite skeleton \( q_{-\beta}(n) \) must be empty.

### 3. Modules

For any node \( n \), we define the minimal module containing \( n \) (or simply the module \( M_{n} \)) as the minimum set of nodes satisfying the following conditions:

(a) \( n \) is in \( M_{n} \);  
(b) If \( m \) is a decision node in \( M_{n} \), then all the nodes in both the skeletons \( q_{\text{true}}(m) \) and \( q_{\text{false}}(m) \) are in \( M_{n} \).

It can be shown that this definition is equivalent to the more complicated definition of modules in [3].

We want to find a condition for deciding whether a node lies inside a given module. Let \( p \) be a node in \( M_{n} \). Then there is a decision node \( m_0 \) in \( M_{n} \) such that \( p \) lies in one of the skeletons \( q_{\beta_0}(m_0) \). If \( m_0 \neq n \), there is another decision node \( m_i \) in \( M_{n} \) such that \( m_i \) lies in \( q_{\beta_0}(m_0) \). Since there are only a finite number of decision nodes, we can reach \( n \) by applying the above procedure a finite number of times. Thus, there is a finite sequence of distinct skeletons \(<q_{\beta_1}(m_1) \ldots q_{\beta_r}(m_0)>\) such that

\[
p \in q_{\beta_0}(m_0); \\
m_{i-1} \in q_{\beta_i}(m_i) \text{ for } i = 1 \ldots r \text{ (if } r > 0); \\
m_r = n.
\]

Conversely, suppose there is a finite sequence of distinct skeletons \(<q_{\beta_1}(m_1) \ldots q_{\beta_r}(m_0)>\) satisfying the above three conditions. Since \( m_{r-1} \in q_{\beta_1}(m) \) and \( m_r \in M_{n} \), \( m_{r-1} \in M_{n} \). Proceeding in this way, after a finite number of steps, we can conclude that \( p \) also lies in \( M_{n} \). Hence we obtain the following proposition:
Given a decision node $n$, a node $p$ is in the module $M_n$ if and only if there is a finite sequence of distinct skeletons $<q_{\beta_0}(m_0) \ldots q_{\beta_r}(m_r)>$ such that

\[ p \in q_{\beta_0}(m_0); \]
\[ m_{i-1} \in q_{\beta_i}(m_i) \text{ for } i = 1 \ldots r \text{ (if } r > 0); \]
\[ m_r = n. \]

Similarly, given a decision node $n$ and a Boolean value $\alpha$, we define a branch $B_\alpha(n)$ as the minimum set of nodes satisfying the following conditions:

(a) All the nodes in the

(b) If $m$ is a decision node in $B_\alpha(n)$, then all the nodes in both the skeletons $q_{\text{true}}(m)$ and $q_{\text{false}}(m)$ are in $B_\alpha(n)$.

This definition of branches avoids the erroneous concept of “heads” in [3].

The next proposition is useful for deciding whether or not a node appears in a given branch.

Proposition 3
Given a decision node $n$, a node $p$ is in the branch $B_\alpha(n)$ if and only if there is a finite sequence of distinct skeletons $<q_{\beta_0}(m_0) \ldots q_{\beta_r}(m_r)>$ such that

\[ p \in q_{\beta_0}(m_0); \]
\[ m_{i-1} \in q_{\beta_i}(m_i) \text{ for } i = 1 \ldots r \text{ (if } r > 0); \]
\[ m_r = n; \]
\[ \beta_r = \alpha. \]

A module is said to have multiple iteration exits if it has more than one iteration exits.

4. Unstructuredness

Intuitively, unstructuredness in flowgraphs is due to exits in the middle of selections, multiple exits in iterations and/or multiple entries to iterations or selections. But it can be shown that exits in the middle of selections will only take place in the presence of multiple exits in iterations or multiple entries. In this section, we shall formally define unstructuredness in flowgraphs through the last two concepts only.

A decision node $m$ is defined as an iteration exit of the module $M_n$ if:

(a) $M_m = M_n$;

(b) $m$ is in one of the branches $B_\alpha(m)$ but not in the opposite branch $B_{-\alpha}(m)$.

A module is said to have multiple iteration exits if it has more than one iteration exits.
A node \( m \) in the module \( M_n \) is defined as an entry node of \( M_n \) if there is some node \( p \) outside \( M_n \) such that \( m = s(p) \). A module is said to have multiple entries if it has more than one entry nodes.

A module is said to be unstructured if it contains multiple iteration exits or multiple entries.

5. DETECTION OF MULTIPLE ITERATION EXITS

In this section we shall find the criterion for detecting multiple iteration exits.

Suppose a node \( n \) has two non-empty skeletons \( q_{\alpha}(n) \) and \( q_{-\alpha}(n) \), and suppose \( n \in B_{\alpha}(n) \). An elementary succession path \(<n \ s(n) \ ... \ \textbf{end}>\) will always exist, and we can show that there is a second decision node \( m \in B_{\alpha}(n) \) such that \( m \) is an iteration exit of \( M_n \).

Consider also the opposite branch \( B_{-\alpha}(n) \). If \( n \in B_{-\alpha}(n) \), then there is another iteration exit \( p \in B_{-\alpha}(n) \). If, on the other hand, \( n \notin B_{-\alpha}(n) \), then \( n \) itself is an iteration exit. In either case, the module \( M_n \) will have multiple iteration exits. Hence we have the following lemma:

**Lemma 5**

If a node \( n \) is the only iteration exit in its module \( M_n \), then one of the skeletons \( q_{\alpha}(n) \) must be empty.

Suppose \( n \) is the only iteration exit in \( M_n \). Then \( n \in B_{\alpha}(n) \) but \( \notin B_{-\alpha}(n) \). Furthermore, by Lemma 5, \( B_{-\alpha}(n) \) is empty. Hence \( n \in q_{\alpha}(m) \) for some \( m \in B_{\alpha}(n) \). By the Corollary of Proposition 4, \( M_m = M_n \).

Assume that \( m \neq n \). Since \( n \) is the only iteration exit, \( m \) must be in both \( B_{\alpha}(m) \) and \( B_{-\alpha}(m) \). Therefore \( B_{\alpha}(m) \) is non-empty, and we can show that an elementary succession path \(<m \ s_{\alpha}(m) \ ... \ \textbf{end}>\) always exists. We can further show that there is a decision node \( p \in B_{-\alpha}(m) \) such that \( p \) is an iteration exit. But since \( n \) is the only iteration exit, \( p \) and \( n \) must be the same node. In other words, all elementary paths \(<m, s_{\alpha}(m) \ ... \ \textbf{end}>\) pass through \( n \). This contradicts the fact that \( n \in q_{\alpha}(m) \). Hence \( m = n \), and we can arrive at the following theorem:

**Theorem 6**

If a node \( n \) is the only iteration exit in the module \( M_n \), then one of its skeletons \( q_{\alpha}(n) \) must contain \( n \).

Is the converse of the theorem also true? Suppose \( q_{\alpha}(n) \) contains \( n \). By Proposition 1, \( q_{-\alpha}(n) \) is empty. \( n \) is therefore an iteration exit. Assume that there is another iteration exit \( m \). It must be in \( B_{\alpha}(n) \) or \( B_{-\alpha}(n) \). We shall show that we have a contradiction in either case. If \( m \in B_{\alpha}(n) \), then there is a node \( p \neq n \) in \( q_{\alpha}(n) \) such that \( m \in M_p \). Since both \( p \) and \( n \) are in \( q_{\alpha}(n) \), we must have \( s_{\alpha}(p) < s_{\alpha}(n) \). Hence \( s_{\alpha}(m) < s_{\alpha}(n) \), contradicting the fact that \( M_m = M_n \). On the other hand, if \( m \in B_{-\alpha}(n) \), then, since \( n \in M_m \), \( n \in B_{-\alpha}(n) \). This contradicts the fact that \( n \) is an iteration exit. In short, there cannot be any iteration exit other than \( n \). Thus, we have the following theorem:

**Theorem 7**

A node \( n \) is the only iteration exit of the module \( M_n \) if and only if one of its skeletons \( q_{\alpha}(n) \) contains \( n \).

Its corollary provides a sufficient and necessary condition for the detection of multiple iteration exits, thus:
Corollary
A module $M_n$ have multiple iteration exits if and only if the node $n$ is in one of the branches $B_α(n)$ but not the corresponding skeleton $q_α(n)$.

6. Detection of Multiple Entries

The detection of multiple entries is more straightforward. The following theorem is obvious.

**Theorem 8**
A module $M_n$ has multiple entries if and only if there are two nodes $m_1$ and $m_2$ in $M_n$ such that $m_1 \in q_β_1(p_1)$, $m_2 \in q_β_2(p_2)$ and $m_2 \not\in q_β_1(p_1)$ for some nodes $p_1$ and $p_2$ outside $M_n$.

7. Conclusion

We have defined the concepts of skeleton, module, branch, entry and iteration exit in a flowgraph. We have shown that two simple conditions are sufficient for the detection of unstructuredness. Namely, a module $M_n$ will be unstructured if:

(a) the node $n$ is in one of its branches $B_α(n)$ but not in the corresponding skeleton $q_α(n)$, or
(b) there are two nodes $m_1$ and $m_2$ in $M_n$ such that $m_1 \in q_β_1(p_1)$, $m_2 \in q_β_2(p_2)$ and $m_2 \not\in q_β_1(p_1)$ for some nodes $p_1$ and $p_2$ outside $M_n$.
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