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1 Objectives

This project aims to design an efficient approach for semantic video segmentation, which allows
researchers to accurately segment all objects in the image scenes of consecutive video frames and
classify them based on their concept/meaning.

The intermediate goal for this project, is to apply deep learning techniques to perform seman-
tic segmentation of videos captured from in-car cameras based on the state-of-art models and
algorithms. Specifically, we will first select a suitable semantic video segmentation dataset to
perform training and testing of machine learning models in our further work, and then investi-
gate the high-performance approaches recently developed by other researchers. An evaluation
will be made on these models in terms of their efficiency and accuracy, and comparison will
be made to check the difference made by their distinctive models, algorithms and system ar-
chitectures. In this way, advantages and deficiencies of the existing methods could be exposed
and verified, and possible ways of improvement and modification could be discovered for further
experiment.

The ultimate goal for this project, is to design and train a deep neural network (e.g. a convolu-
tional neural network (CNN)) that can produce temporally coherent semantic segmentation of
a video. Different from the general image segmentation tasks, our desired model for semantic
video segmentation should also be able to maintain a consistency along time-dimension, besides
the spatial correctness and meaningfulness required by object classification in a single 2D image.
In other words, a qualified and ideal model for semantic video segmentation should not only
correctly classify the pixels of each image frame into real-world objects, but the classification of
nearby frames should not undergo an obvious fluctuation. The model to be constructed in this
project is expected to outperform the previous approaches in at least one aspect, for example,
leading to less computational power consumption or higher segmentation accuracy.

2 Problem Statement

As one of the most traditional and basic fields in computer vision research, semantic segmenta-
tion intuitively refers to the process of assigning a class label (e.g., road, tree, sky, pedestrian,
car, ...) to each pixel of an image. Great importance is continuously attached to this area
since it usually performs as the substantial preprocessing stage in many vision tasks, such as
scene parsing and understanding. Generally, semantic segmentation consists of three basic steps:
object detection, shape recognition and classification, each of which contains space of further
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efficiency improvements. However, when the problem domain generalizes to video instead of
a single image, researchers are confronted with more challenges: in brief, as a concatenation of
consecutive frames, video segmentation is a more difficult problem because consistency should be
maintained between a certain number of neighborhood images, i.e. the nearby frames should not
contain greatly distinctive classification patterns with each other. This inherent characteristic
has contributed to the obstacles in the design of semantic video segmentation algorithms.

According to most reviews and articles, there are several common problems along with the pros-
perousness of research in semantic video segmentation. A typical problem that have existed since
the involvement of machine learning is the lack of large, complete and representative datasets.
Although this problem has been attenuated to some degree with the recent development of ref-
erence datasets, which has a set of standardized training and testing method, deficiency remains
in terms of their scale and abundance. But these existing improvements have already been able
to direct a large number of computer vision scientists into the field of semantic video segmen-
tation. Meanwhile, another emerging problem is that, it is quite time-consuming to construct a
dataset with pixel-level labeling and high accuracy (low mis-judgement rate by human labeler)
simultaneously. This phenomenon causes semi-supervised and weakly supervised methods to
be conceived by researchers and occupy their positions in in this field. On the other hand, for
some video-level labeling datasets, location detection accuracy has become a dominant problem,
which consequently requires to apply other approaches to preserve system performance, leading
to greater cost in system design and development for this kind of dataset. This trade-off basically
prevents several graphical models like Markov Random Field (requiring high labeling accuracy)
from being widely used for datasets belonging to this category.

Furthermore, even though it has been several years since semantic video segmentation began
taking an important position in machine vision study, changes in the appearance of objects such
as angle and direction, size and scale, blurring and reduced quality, camouflage of objects in the
environment, objects overlap, etc. are still among the main difficulties in this area. Nevertheless,
this problem also got solved to some certain extent with the development of deep neural networks
(DNNs), which has helped boost system reliability to a great deal in recent researches. Also,
with the increase of computational power, which leads to more layers in current DNNs, a further
enhance in segmentation accuracy could be achieved. With the approaches and tools developed
in DNNs, convolutional neural networks (CNNs) accomplished superior performance over other
methods in feature extraction, resulting in its important role in semantic video segmentation in
view of present researchers. Several derivative models from CNNs, such as fully convolutional
network (FCN) have also been introduced, to obtain a large map of the labels by tagging every
small part of the image.

Nowadays, although the problems described above have found several solutions that gained great
success in semantic video segmentation, there is still a certain distance from this research area
to complete maturity. A series of problems still remain in this field of study, for example, the
difficulty in segmenting the blurred objects in the video due to the wrong focus of the camera,
and the vulnerability encountered while trying to classify an object in a different point of view
with that of the training dataset. Considering all these problems in semantic video segmentation,
our project aims to compare and modify the previous state-of-art models, and develop a new
approach that could mitigate their deficiency and obtain a better overall performance.
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3 Background

The basic background for this project could be briefly summarized into 3 perspectives: computer
vision, machine learning, and deep neural network. As an interdisciplinary field that studies how
machines can be programmed to obtain high-level comprehension from digital images or videos,
computer vision is concerned with the theory behind artificial systems that extract information
from images, where video sequences are an extremely important source of data. Due to this
reason, semantic video segmentation naturally becomes an essential preprocessing stage in many
computer vision tasks, to classify and identify the significant objects in continuous video frames.
Therefore, in order to fully understand the target and the methodology of this project, the
fundamental concepts and knowledge regarding to computer vision will be the prerequisites
of our work. Moreover, as is elaborated in the objective and problem statement section, the
introduction of machine learning approaches to image segmentation tasks has efficiently and
successfully contributed to the enhance of system in balanced manner through training. This
explains why most of the latest research on semantic video segmentation are based on deep neural
networks, convolutional neural networks and their generalization. As a consequence, background
knowledge about machine learning and DNNs/CNNs will also play a non-negligible role in this
project.

For the technical background of this project, several most popular deep learning frameworks,
such as Caffe and PyTorch will be applied to finish the training and testing task of deep neural
network. As these deep learning platforms enable fast, flexible experimentation and efficient
production through a distributed training, and ecosystem of tools and libraries, a great number
of latest research works are based on these frameworks. Since one of our tasks in the early stage
of this project is to reproduce the outcomes of these previous researches and make performance
assessment, applying these machine learning platforms will bring about convenience to both
the intermediate study and the modification later on. With plenty of open-source packages
and online tutorials/documentations, it is hopeful to quickly get started with our coding and
experiments. Meanwhile, due to the inherent features of these deep learning frameworks, Python
and C++ will be the major programming languages used in this project, where Linux will become
our main developing environment accordingly. The GPU server (1080 Ti/Titan) provided by
supervisor will give the necessary computational power needed in the training/testing of neural
networks, and other data processing tools, such as Matlab, will also be utilized based on actual
requirement.

4 Literature Review

According to [22], the latest researches on semantic video segmentation mainly focus on three
aspects: (1) Input of Semantic Segmentation Systems; (2) Feature Extraction; (3) Modeling and
Classification.

For system inputs of semantic video segmentation, [5, 4] make use of binary inputs in their
models. On the other hand, systems presented in [15, 27] are established on basis of multi-
class inputs. In this case, the quality and accuracy of training mainly depend on the number
of existing categories provided in training dataset. Meanwhile, as most researchers have been
applying common RGB videos for training [12, 15], there are still a certain number of them
including geographical coordinates to obtain a higher segmentation precision [18, 1].

In terms of feature extraction, [15, 26] applies the method called super-voxels, in which their
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algorithms firstly try to detect smallest component of a video able to be considered as a 3D
structure of images, and then extract the defined features from these detected super-voxels.
More traditionally, a majority of research works make use of fundamental hand-craft features,
such as pixel color features of video frames [14, 18], histogram of oriented gradient (HOG) [12, 25],
appearance-based features (e.g. texture features) [21, 13] and 3D optical flow features [18]. On
the other hand, with the recent development of deep learning approaches, application of pre-
trained models on CNNs has also become popular method for extraction of automatic features
from input dataset [29, 11].

Lastly, for modeling and classification, the extant approaches could mainly be divided into the
following categories: a. Unsupervised Methods, such as clustering algorithms [16], graph-based
algorithms [8, 28] and random walk algorithms [1, 3]; b. Support Vector Machine (SVM) [10, 13];
c. Random Decision Forest (RDF) [7, 21]; d. Markov Random Field (MRF) [23, 17]; e. Con-
ditional Random Field (CRF) [6, 14]; f. Neural Networks, including traditional neural network
[24, 20] and deep neural networks (DNNs, which is further composed of several generalized mod-
els like CNNs, RNNs and FCNs [9, 29, 11, 2]). All the models and methods described above
consist of numerous subdivisions, which is beyond the scope of literature review in this project
plan.

5 Approach and Methodology

This project will use the mainstream machine learning platform PyTorch developed by Face-
book’s AI research group to carry out model training and evaluation experiments. Because of
PyTorch’s flexibility in modifying neural networks architecture, concise code for manipulating
training strategy and popularity among the machine learning community, it allows us to run ex-
isting examples proposed by other researchers which are mainly open-source PyTorch projects.
In this way, we can identify key drawbacks of semantic segmentation and make improvements to
tackle some particular obstacles. Besides PyTorch, some open source computer vision libraries
like OpenCV will be leveraged for the purpose of processing dataset. These libraries provide
standard and performance-optimized codes for commonly used features, for example, reading
and transforming images. In terms of hardware, this project will take the advantages of GPUs
for training models. GPUs pipelines work parallelly and thus make the training process efficient
enough for complex model architecture and large dataset.

6 Deliverable

Dataset is a crucial part of a machine learning project as machine learning is mainly about
learning the patterns of a given dataset. However, this project will not include collecting its
own dataset, but employ existing open source benchmark dataset. One reason is that collecting
data and annotating the ground truth require considerable human labor work, which is hard
for a final year project. Another reason is that, open source datasets are well organized and
accurately annotated. Many research teams work on them and thus they can provide benchmarks
for evaluating model performance.

As machine learning is data-oriented, the final output model will only work with similar types of
data as the training data. For example, if we train the model to segment a road condition video,
it will not work if the input videos are of other scenarios such as a medical detection video inside
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a human body. Thus, this project will avoid emphasizing on the final output of the model, but
focusing on the techniques our model uses to manipulate the video and the network architecture
of the model. Particularly, this project will try to find techniques to achieve low-latency and
at the same time maintain satisfactory accuracy level. These innovations will serve for general
semantic segmentation problems and thus will be a highlight of this project.

7 Feasibility Assessment

With the emerging of deep neural network and machine learning, recent years have witnessed
fast improvement on semantic segmentation. However, challenges still remain for real-time video
segmentation as it requires far more computational resource than a single picture. One advantage
we can take of is the similarity of the neighbouring frames, which enables us to use a shared
feature to predict multiple neighbouring frames at the same time. However, it is also a challenge
to handle the subtle differences between them. Another possible risk of this project is the limited
computational resource. [19] spent 6 days training a model on a single Nvidia GTX Titan X GPU
with 12G memory. Typical training requires multiple GPUs to accelerate the process. However,
this project, together with other three final year projects, shares only four GPUs. Considering
it takes multiple trials to verify a proposed techniques, the limited computational resource and
time may be a potential risk of this project.

8 Schedule

This project is cooperated by Zhang Qiping and Cai Jinyu. Both will participate in brainstorming
and carrying out experiments and will share a fair part of this project. However, Cai will focus
on the implementation of ideas as he is familiar with the tools. Zhang will focus on setting up
different experiment strategies as he has more research experience. As is shown by Fig.1 This
project starts in early September, with the project plan proposed by the 30th of September,
2018. Then one month will be spent on literature review, research tools and data preparation.
And between November 1st, 2018 and March 30th, 2019, there will be two phases of experiments
and analysis, each taking around two and a half months. Phase II experiments will be modifying
and optimizing our models based on the progress and results of phase I experiments and feedback
from the supervisor. An interim report will be submitted after finishing phase I experiments.
And after finishing phase II experiments, one month will be left for finalizing the final report
and presentation on April 30th, 2019.

9 Conclusion

As a fundamental field in computer vision, semantic segmentation has been greatly improved with
the help of machine learning and neural network. However, video-based semantic segmentation
still remains challenging because of its nature of high throughput and demand for coherence. This
project will rely on commonly used machine learning framework PyTorch to improve the efficiency
and accuracy of video semantic segmentation. Model training and performance evaluation will
be carried out on benchmark data set for its accurate annotation and convenient packaging.
Although related studies have shown potential in decreasing latency without sacrificing accuracy,
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Figure 1: Project Timeline

risks still exist from the limitation of computational resources allocated to this project. This
project will be two-phased and is expected to finish by late April.
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