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Abstract

Credit Derivatives are considered excellent tools to hedge the credit risk of an

underlying entity from one party to another without actually transferring the

ownership of the entity. One such hedging tool is called Credit Default Swap

(CDS), which are often known to be responsible for the 2007-2008 financial

crisis. Upon further investigation, it was found that lack of regulation and

information on how CDS works were the main culprits behind the crisis. Post

the crisis, the United States Securities and Exchange Commission(SEC) has

requested for frequent and more detailed reporting from the mutual funds

about their current position on these derivatives. Given the lack of strict

format for the report, it becomes extremely difficult to extract information

from these reports and conduct in-depth analysis on how the mutual funds

leverage credit derivatives and in particular, CDS.

This project aims at consolidating all the mutual fund holding reports on

Credit Default Swap positions and investigating how mutual funds leverage

credit derivatives by first scraping all the publicly available reports from the

SEC using python with web scraping package Beautiful Soup. We then go

through all the reports and extract relevant CDS information which is in both

structured and unstructured format. The structured data is extracted in tables

using python which is then processed and formatted to create a unified csv file

containing all the tables. The unstructured information is also cleaned and

then used for Natural Language Processing to understand the context of the

sentences used in the reports and to extract the key entities from the sentences.

Furthermore, this report aims at providing a detailed motivation behind

our project, and also explains in detail the methodology behind the data

extraction of the structured data from the reports along with its processing

and the creation of the unified csv file and also the preparation of the training

data for use in Natural Language Processing. This enables us to successfully
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create a database to empower future research studies. We also go over the

key challenges and limitations faced by our team. Finally, we look at the

results achieved.
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1 Introduction

The lack of a structured database of financial reports makes it difficult

for Credit Default Swap related research studies to conduct a much more

comprehensive and quantitative analysis. Therefore, a structured and well

maintained database can help future researchers to analyze CDS and retrieve

new and exciting information from it.

1.1 Background and Motivation

This project investigates how mutual funds leverage credit derivatives by

studying their routine filings to the U.S. Securities and Exchange Commission.

Credit Derivatives have a wide range of products and we will be studying a

class of credit derivatives called Credit Default Swaps(CDS). Credit Default

Swaps have a reference entity linked to them which are generally governments

or corporations. The buyer has a credit asset with the reference entity and

buys a CDS from the seller to insure himself against a default in the payment

by the reference entity. It is thus used as a hedging tool to reduce the risk

associated with a credit asset [4]. The buyer makes periodic payments to

the seller till the date of the maturity of the contract and this constitutes

the spread of the CDS. In the event of a credit default, the seller has to pay

the buyer of the CDS the face value of the credit asset and all the interest

payments that the buyer would have earned between that time till the date

of the maturity of the asset.

Credit default swaps are traded over the counter and hence there isnt much

information available on it. This resulted in it being extremely difficult to

get relevant information from these reports to carry out further analysis.

The reports also have varying formats of reporting which makes it extremely

difficult to extract the data in an organized way .
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Figure 1: Reporting Style of CDS in N-CSRS Report

Figure 2: Reporting Style of CDS in N-CSR Report

Page 10 of 38



Understanding Financial Reports using NLP Data Processing Report

The two images above represent just two different ways in which CDS

information is reported. We can observe the difficulty in extracting such

information and formatting it and thus, organized information regarding CDS

is extremely valuable. There have been a few previous studies exploring the

usage of CDS by Mutual Funds[1],[5] but these reports examined only a small

number of the institutions over a short period of time. Hence, we choose

to comprehensively examine all the reports from 2004–2017. The ability

to search for a companys name and get all its CDS dealings is something

that has never been done before and it would be a powerful tool for many

investors and would provide transparency, can be used to set appropriate

capital requirements. This makes the results of our project extremely valuable

for further research.

1.2 Objective

The objective of this project is to aggregate a structured database of credit

default swap reportings from 2004–2017. This paper focuses on extraction and

data processing of structured data and data processing and tagging of training

data containing unstructured sentences for future NLP. This includes the

methodology used to extract both structured and unstructured data from the

reports, completely format, standardize and merge the structured data into

one unified csv file. It also includes information about the Text Annotation

Tool built in order to help us tag the unstructured sentences.

1.3 Scope

The project is divided into two parts Data Processing and Natural Language

Processing. The project focuses on extracting and formatting CDS data in

order to make a consolidated database of all the information.This data consists

of both structured and unstructured data. We use rule based extraction

methods for the structured data and since, this doesn’t work on all the data,
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we need Natural Language Processing techniques to help us extract data from

the unstructured data.

1.4 Deliverables

The complete implementation of the project is available on here. The project

has a few major deliverables which have been outlined below:

1. Text Annotation Tool- A Django based web application developed

to produce custom datasets for sequence labelling projects.

2. Credit Default Swap Reportings Dataset- A 16,813 rows dataset

containing CDS reportings from 2004–2017 with categorical variables

like Reference Entity, Notional Amount, Expiration Date, Counterparty

etc.

Figure 3: Combined CDS DataSet

3. CRF Tagger for CDS Reportings Dataset- A web application

to allow researchers and other users to search for credit default swap
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reportings by Counterparty, Reference Entity or Expiration Date.

4. Credit Default Swap Search Engine- A web application to allow

researchers and other users to search for credit default swap reportings

by Counterparty, Reference Entity or Expiration Date.

Figure 4: CDS Search Engine

5. Report processing- A web application built using Flask for users to

upload reports containing structured CDS information and display the

Credit Default Swap that it contains.

1.5 Outline of the report

The documentation for this project has been divided into two reports. Both

the reports share the same background and motivation, however, the method-

ology and results for each of them have been specifically written to dive

deeper into the implementation and difficulties encountered for each of the
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two aspects. So it is imperative that the reader must go through both the

reports in order to completely understand each aspect of the project.

This report goes through Data Processing, which includes first extracting

the structured data from the reports. The next step is the cleaning and

formatting of the reports and then ensuring that all the data that has been

extracted is accurate. The final step is normalizing the data and combining

all the tables together into one unified csv file to achieve the Credit Default

Swap reportings dataset. It also goes through how we get the unstructured

sentences from the reports and the Text Annotation Tool built to help us tag

the unstructured sentences to prepare them for the NLP.

The report that goes over the NLP techniques that we have implemented

to conduct information extraction has been written by Tarun Sudhams. It

provides an in-depth description of the implementation of the Conditional

Random Fields on the CDS reporting dataset that we produced, analyses

the results and compares them with CRF models used in Finance-specific

datasets to analyse our performance.
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2 Literature Review

2.1 Use of CDS by Corporate Bond Funds

CDS can be utilised not only as insurance but also as a profit generating tool

by various investment funds. This research paper focuses on the effects that

different factors such as the health of the Financial Markets, buyer sentiment

have on the profit making ability of the investments made by Corporate Bond

Funds. CDS can be used as a profit making tool when the seller of the CDS

knows that the bond for which they are selling the CDS is unlikely to default.

This will result in them getting the annual payments for offering the CDS

protection while never having to actually pay out if the corporation which

issued the bond doesnt default. It observes this during the Financial Crisis

period(2007-2009). The result was that during the financial crisis, funds which

were managed by teams performed poorly in comparison to single person

managed funds [5]. The profit making ability of the Funds also decreased

during the Financial Crisis as most of the corporations defaulted on their

bond payments which led to these Corporate Bond Funds losing money.

2.2 Mutual Fund Holdings of CDS

This research paper sought to understand the motives behind the investments

made by Mutual Funds into Credit Default Swaps [1]. They sought to analyse

the relationship between liquidity needs of the fund and the buying/selling

activities of CDS. It was found that funds start selling CDS when their

liquidity condition was uncertain, when the bond was illiquid when compared

to the CDS security. The paper also concludes that bigger Funds strategies

regarding CDS investments move in the direction of yield enhancement and

the smaller funds follow these bigger funds in risk taking.
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3 Methodology

The below figure gives a good overview of our project and each step has been

explained in detail in the subsequent parts below.

Figure 5: Proposed Workflow

In a nutshell, the web crawling is done using Python scripts to collect gi-

gabytes worth of financial reports from the United States Securities and

Exchange Commission website will include our first step namely data col-

lection process.We get both structured and unstructured data and we then

clean and format the structured data after extracting it. Then we will move

on to our natural language processing step which will help us convert the

unstructured data collected in step 1 into a structured database.

3.1 Data Collection

This is the first step of our project which serves as the data collection

process. Given the nature of our research subject, it is quite easy to locate
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the data as everything is available publicly. We employ key web scraping

tools to consolidate the entire report filings from 2003 2017. There are

few mature technologies which could be employed for this purpose such as

NodeJS, C/C++, Python, PHP and Perl. However, there have been stability

issues with NodeJS as it makes deploying multiple crawlers a complicated job.

Development costs for C/C++ is very high and PHP has a very bad scheduler

scheme which makes it harder to work with (Koshy, 2017). These reasons

helped us identify Python and Perl as the best programming languages to

write our scripts in.

3.2 Restructuring the Data

3.2.1 Building Corpus

In order to build a corpus for our NLP tasks, it was important for us to restruc-

ture the file structure such that it is easy to navigate between different kinds

of reports. We had around 146 GB of data in one SEC folder which contained

all the Funds' N-CSR, N-CSRS and N-Q reports along with their CIK number.

The initial folder structure was that of the main SEC-Edgar-Data folder con-

taining all the folders with the Mutual Funds names which in turn had a folder

named with the Funds' CIK number which then had the folders N-CSR, N-

CSRS, N-Q in them which respectively contained the Funds financial reports

from 2004-2017. After going through the data, it was found that few of the

Mutual Funds had changed the Fund names through the time period and this

resulted in there being duplicate files under different Fund names but with the

same CIK number. We first wrote a script to restructure the data such that

we could split it into 3 parts from which we could extract the data sequentially.
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Algorithm 1: Folder Restructure Pseudocode

Result: Restructured Folder

initialization;

for all the directories in SEC-Edgar-Data folder do

for all the directories in the Fund Name folder do

if the directory is N-CSR then
Move the entire sub-directory to the N-CSR Folder created

outside SEC-Edgar-Data;

end

if the directory is N-CSRS then
Move the entire sub-directory to the N-CSRS Folder created

outside SEC-Edgar-Data;

end

if the directory is N-Q then
Move the entire sub-directory to the N-Q Folder created

outside SEC-Edgar-Data;

end

end

end

The above algorithm goes over the pseudocode of the script which was

run on the original folder and it segregated the original folder into three

folders namely N-CSR, N-CSRS and N-Q. Each of these folders contained a

folder with the CIK number and inside that folder was the folder with the

Mutual Funds name containing the respective reports. In the event that a

Mutual Fund had changed its name during the time period of 2004-2017, then

this restructuring made it easier for us to identify the Fund by its unique

CIK number. After restructuring , the folder structure was as follows(similar

structuring for N-CSRS and N-Q):
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Figure 6: Updated File Structure

We then unzipped all the files to their original text files. After going

through the data, we found out that along with files in there which had CDS

information, there was also files which didnt have any mentions of Credit

Default Swap. We hence decided to run another script to remove these files

and cut down the size of our dataset to only the useful reports to speed up

the processing time. This script checked all the text files for mentions of

the word Credit Default Swap and other relevant words and when it found

it, moved the respective text file to a new folder called Corpus N-CSR(for

N-CSR folder) where it also appended the CIK number along with N-CSR

to the file name to make it easier for us to identify the files during future

processes. This was similarly done for the N-CSRS and N-Q folders. The

folder structure was as follows:
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Figure 7: Corpus Folder Structure

3.3 Table Extraction

Once we got the folders containing the N-CSR, N-CSRS, N-Q reports, we

found out that most of the reports had the CDS information in the form of

tables. Hence it was necessary for us to figure out a way to extract these

tables out of the reports. The reports had these tables enclosed within HTML

tags such as the <div>and <table>tags. We decided to use beautiful soup

with python and extract these tables out from the reports using the HTML

tags. We wrote a python script to help us do this.
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Figure 8: Table Extractor -1

The above figure shows the first part of the first method that is called

in the script. Here, we take the Financial Report with the HTML tags in

it and then use beautiful soup to first make soup out of all the HTML tags.

We then specify the words that the tables should contain in order for us to

extract them. Furthermore, we find all the p, div, caption and store it in an

array which we will later iterate through to find the respective tables within

these tags. We have counters for the different types of tags as a way to count

the number of tables being extracted from each type of tag.

Page 21 of 38



Understanding Financial Reports using NLP Data Processing Report

Figure 9: Table Extractor -2

In the above picture, is the second half of the first method that is called

where we first check if there exists each of p, div, caption tags. We iterate

through the array containing the text inside each of these tags and also iterate

through the keywords that we want our tables to contain and compare them.

If we find that, for example, in a certain p tag, we find a mention of one of

our keywords, we then increase the value of the p counter and also append

the value of the p counter as classID. We similarly do this for the other two

tags. This method then returns all these values which will be used as the

input arguments for the next method.
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Figure 10: Extracting Tables based on Search Text

The above method is called next wherein we iterate through the list of

p tags which contain the words and find the table tag and then go through

the rows of the table and extract all the contents. We then return the list of

tables at the end. Once we get the list of tables, we save the tables under the

given file name in csv format. It is similarly done for the other tags.

3.4 Formatting of Data

3.4.1 checkTable.sh

We then wrote a bash script to run this on all the reports in the three folders.

The folders from which we could extract tables were put into a separate
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structured folder and the rest of the files were put in an unstructured folder.

This resulted in there being 3 structured folders each containing the tables

from each report.

3.4.2 Format.py

Once we had the all the useful tables in different folders, we started working

on formatting the tables. We found after going through the data that most

of the tables had a different format for the data. This meant that we had

to go through the csv files manually, try and identify a pattern which was

followed by the majority of the tables and then try and write a python script

to format those kinds of scripts.

Figure 11: Example 1 of an unformatted Table
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Figure 12: Example 2 of an unformatted Table

Above two figures show two examples of the types of format that the tables

initially have. The other files may have a completely different format. We

identified in majority of the files, there were a lot of random characters and

spaces present in the cells in the csv files between the cells which actually had

the information. We wrote a python script to eliminate all of these random

characters and shift the cells with the actual information.
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Figure 13: Showcasing a portion of the different types of unwanted characters
that we remove

Above figure represents a portion of the python script used to format

the tables. The script works by taking in the unformatted file as the first

argument and another filename which will contain the formatted table as the

second argument. We loop over each row in the csv file and initialize an array

which will contain values for the formatted row. We then go through each cell

in the row and check if the character matches any of the random unwanted

characters or spaces and if it does, we just ignore it. We initialize a counter i

to 0 in the beginning of the loop and this gives us the index of the value and

just increment it by 1, after checking if doing this won‘t exceed the length of

the row, to ignore the unwanted characters. If the cell has useful information,

we append it to the new empty array which we initialized and then incre-

ment the value of i. The unwanted characters which we are checking have all
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been hardcoded after going manually through all the reports as it would have

otherwise been impossible to identify all the different types of these characters.

After it goes through all the rows, we have another check in place to see if

the length of the row after removing all the unwanted character exceeds 3

and only if this condition is true, we write it to the new file. This check is in

place to help us eliminate those rows and csv files which dont actually have

any useful CDS values that we require. An example of this is shown in the

image below.

Figure 14: Example of Table containing useless CDS information
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We see that this table came to be part of the current data set as it has the

word counterparty in it and hence, it passed the first shell script. It however,

doesnt contain any useful information that we require, and as it would have

only 3 columns after formatting, with the final if condition, none of the rows

would get written to the output file and hence it would only give a blank csv

file as the output.

3.4.3 Blank.sh

We run this script on the formatted csv files after running the format.py

script on all the folders. This script is to delete all the blank csv files that

are present after formatting. It first runs a python script on all the files and

it outputs the word empty if the csv files are blank. The script then uses

the command grep to check the output file of the previous python script and

deletes the csv file if it finds the word empty.

3.4.4 Formatword.py

This python script was written to remove those rows in the csv files which

contained the word Total. This was done as after going through the data, it

was found that most of the CDS tables had at the end of the table a row

containing the Total Credit Default Swaps and Total Unrealized Apprecia-

tion(Depreciation) etc with corresponding values. This row was not needed,

and it was necessary to remove this row in all the tables in order to make

a neatly formatted unified csv file at the end. There were also tables which

didn‘t have Total or a description written in the last row but just had the

values of the total credit default swaps. These rows were however already

removed using the last if condition in the format.py script and hence, we dont

have to do anything additional to them.
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3.4.5 Libor.sh

After running all the scripts above, we get a formatted table, but we also

realized that along with Credit Default Swap tables, there were also a few

tables containing Interest Rate Swaps and some other tables containing the

overall figures for CDS being extracted and formatted. This was because the

reporting style for those tables were similar and they had the same column

headings as a CDS table. It was hence necessary to remove these csv files

containing this other information.

Figure 15: Example of an interest rate swap table extracted which we need
to filter

This script searches for keywords such as LIBOR which is used to report

Interest rate swaps in the Floating Rate Index column as seen in the above

image, in the csv files and also other words such as Convertible Bonds and

Forward which signifies Forward swaps. It then deletes the files which contains

any of these words. This helps us to get a data set containing only Credit

Default Swap tables and information.

3.4.6 Emptydir.sh

This is a simple script which is run on all the folders after all the above scripts

have been executed. It uses the find command to check if any of the folders

are empty and then removes those folders. This was done as the blank.sh and

libor.sh script would be removing the useless csv files and there were many
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instances in which the folder after that would be empty as all the csv files in

it were useless. Hence it was necessary to remove these empty folders.

3.4.7 Master.sh

This is a master script which runs all the above scripts together one after the

other. It runs the following scripts in order

1. pythonExtractor.py script on all the files

2. checkTable.sh

3. format.sh (shell script to run the format.py script on all the csv files)

4. blank.sh

5. formatword.sh (shell script to run the formatword.py script on all the

csv files)

6. libor.sh

7. Emptydir.sh

We can run this script on any file and it will extract and completely format

the CDS tables and output them. The accuracy of this script was 76%

(running this script on 100 random csv files containing the tables led to 76

files being completely formatted). The rest of the 24 files were around 90

percent formatted with there being some discrepancies in the way the column

headers were reported. To ensure that the database consisting of all the tables

was accurate and to help us build the unified csv file, we also manually went

through each file and corrected the formatting of those files which werent

fully formatted by the scripts.
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3.5 Unified CSV File Containing all the CDS Data

The next step in the process is to take all of the data that we have and to

merge all of it into one CSV file together. This would be helpful to present

the data, for future research and also to help us do the time series analysis.

The first challenge in merging the data was that there were different ways in

which the column headers were written. The header for Notional Amount

could be “Notional Amount Due on Default“ in one report, “Notional Value“

in another or even “Notional Amount (000s)“ in another report. Hence,

we first gauge the different type of headers possible in all the reports and

then come up with a master list containing the headers for the unified CSV file.

Figure 16: Code containing the master list for the unified csv

We also normalize the values in the Notional Amount column such that every

time its reported in (000s), we add (000) to the value present in the column.

The below image illustrates the code to achieve this.
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Figure 17: Code for Normalization

We then merge all the csv files and perform basic data cleaning and add

NaN for cells which don‘t contain values. We end up with a total of 16813

rows after merging all the files.

3.6 Tagging of Unstructured Data for Natural Lan-

guage Processing

After extracting and formatting the structured data, we move on to preparing

the unstructured data for Natural Language Processing. We first need to

remove all the HTML tags from the reports in order for us to get only the text

out to be used for the NLP. We wrote a basic python script which would strip

out all the HTML tags and then ran it on all the unstructured folders using

a bash script. Once we got only the text from the report, we realized that

we would run into a class imbalance problem as we would have a lot of text

which would not be tagged along with a few useful unstructured sentences

containing information about CDS in the report. We hence decided to write

a python script using regex and substring to extract only those sentences

which contained relevant information as this would greatly help increase the

accuracy while training the data after tagging. Below is an extract of the

script wherein we have defined a set of words and only extracted the sentences
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which contain these words.

Figure 18: Code snippet of script to extract unstructured sentences containing
keywords

Once we had the unstructured sentences, we could begin the tagging of the

data. As this a cumbersome process, extreme precision and proper formatting

of output data(post tagging) needs to be present in order to ensure higher

success rate of the manual work being put. Keeping these as our requirements,

we built a Text Annotation Tool based on the Django framework which allows

us to upload and tag datasets manually. It supports up to 26 different entity

labelling.
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Figure 19: Defining Lables in the Tool

Figure 20: Tagging in Action

Finally, it gives us a graphical user interface (GUI) for tagging datasets and

helps us automatically format the manually tagged dataset into our desired

format. Upon successfully tagging a report, you can export the final tagged
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report to contain sentences in either a .csv or .json format and download

them. These tagged files are then used to train the CRF models which is

discussed in the NLP report.

4 Results

4.1 Corpus Generation and Table Extraction

We had reduced the size of the original data set from 146 GB to 71GB (44GB

for N-CSR, 15 GB for N-CSRS, 12 GB for N-Q) which is a 51.37 % reduction

in size and made a corpus of the folders. We then ran our script to extract

tables, the results of which are shown below.

Type of Report Total number in Corpus Total Extracted as Structured

N-CSR 7750 5198

N-CSRS 3304 2168

N-Q 3670 2720

Table 1: Number of reports which have structured data

To determine the accuracy of the script in extracting the data, we manually

went through 100 random reports in each of the N-CSR, N-CSRS and N-Q

folders and checked whether all the information was extracted.

Type of Report Number of Reports Checked Data accurately extracted

N-CSR 100 93

N-CSRS 100 89

N-Q 100 92

Table 2: Accuracy Test

We take a weighted average of all three folders and see that the overall

accuracy of the script is 91.33%. Since the accuracy of the script is dependent
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on the HTML tags also, it might have been the case that due to some

inaccuracies in the tags, the accuracy has gone down. We then created a

master script which would take in a financial report and extract and format

the CDS tables and return it.

4.2 Unified CDS Table

We combined all the extracted data after cleaning it to generate a unified csv

file containing 16813 rows of data. This can be accessed by anyone who visits

our website and they can search for specific Funds’ names and will get all the

CDS dealings of the funds with an option to download it as a csv file.

4.3 Tagging of Unstructured Data

We successfully tagged around 1200 CDS sentences using our Text Annotation

tool to help us create the training data for our CRF model which is discussed

in detail in the NLP Report.

5 Difficulties Encountered

We encountered challenges in cleaning the data initially due to the volume of

data that was present. We had to figure out how to restructure the initial data

set and split it in order to proceed with the project in a sequential manner.

There was also a lot of data that we didnt need and it was a challenge to

identify this data and remove it in order to make our processing much faster.

It was also impossible to come up with a script which would format all the

CDS tables with 100 percent accuracy as each fund had their own style of

reporting. We thus had to come up with a script after identifying patterns

in the data. Even though this script worked on most of the reports, we still

had to manually go through each report to make sure that the tables were
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formatted perfectly in order to create our unified csv file and this was a time

consuming process.

6 Conclusion

Summarizing the report, we show the importance of Credit Default Swaps(CDS)

and the power that it has on the economy of a country. There is currently

no easy way to access the required information about CDS from the web.

We thus highlight the need for a centralized database consisting of all the

information regarding CDS dealings. We demonstrate the process that can

be used to do this which would start with using Python and Perl scripts

to get the data. Once we get the data, we process the data to get to the

actual useful data and also divide it into two parts, namely the unstructured

and structured part. We extract the structured information using rule based

extraction approach. We find that even though the majority of the data

is extracted through this, there is still unstructured data which cannot be

extracted using this approach. This is the reason why we need to use Natural

Language Processing methods which is further discussed in the NLP Report.
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