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Project Background

● Historical work

The robot was first introduced from a Czech play, which was sketched as a manufactured being to perform as labor. After this scientific conception, robots have been developed to be more and more anthropomorphized [1], which means not only performing logic or handling communications but attending actual human’s life as well.

Chess is an ideal game for judging anthropomorphized intelligence. It has sophisticated game states, and practical for training. Under such circumstances, previous studies have gradually built up a system of computational logic powerful enough for self-studying and deep learning, such as tabula rasa reinforcement learning applied in alpha zero agents [2].

However, more concern was cast on the development of the game and search logic instead of anthropomorphization. While artificial intelligence has defeated human world champions, it still needs human effort for chess movement, and need human to read and input the game state of chess [3], which indicates that, based on the reality, the anthropomorphization of current chess robots contains a huge technical gap that can be improved.

● Opinions

AI chess can be played so conveniently now that relative applications are well developed on all devices. Basically, with the graphical user interface, the user can easily control the chess on the virtual chessboard and read the game state information. However, all user actions and resulted animations are only on a virtual basis. To progress further studies in a more anthropomorphized method, letting robots playing real chess with direct control of real chess and fetch information directly from the chessboard is a significant pace.
• **Current status**

Recent studies on the chess robot control are focusing on fields of microelectronics and sensors control. These projects were designed with direct interfaces, low power supply, and simple logic [4]. From the results, we would appreciate these attempts with the robotic arm as a strategy to reflect the robot outcome and moreover, it follows the intention of anthropomorphizing. We noted that game step notifying and visual function activating still highly depends on human effort, thus hypothesizing that there is significant value in designing a robot with no human effort, that is, with a robotic arm to pick chess and without a screen for human control.

**Project Objective**

Our goal is to design a robot system with a control unit and a robotic arm. The control unit is able to retrieve current game data from the chessboard through the visual method, process and evaluate the next step, and inform the robotic arm to proceed.

**Project Scope**

• **Chess to use**

In this project, we are using Chinese Xiangqi (象棋) for our concern. Xiangqi, a game of traditional chess popular in East and Southeast Asia, has a limited study with intelligence applications, thus having a huge value to explore and utilize. Also, as a sport especially popular among the elderly [5], Xiangqi will significantly benefit them once our study is put into use.

• **Computer Vision**

For the current project, we are going to use Aruco visual library [8] for object and position retrieving. Aruco is a built-in library for OpenCV, which can detect the moving set of markers in the live feed. We will assign four markers to four corners of the
chessboard, and calculate the perspective transformation. We apply the transformation to each chess with a particular id to identify their position and role, thus retrieve the game state.

- **Chess Logic**

  For the backend logic, we will implement a suitable backend logic including the learning and search algorithm of the XiangQi. Previous studies have done well with state checking and pruning. We will check them [6] as a reference and implement our project. Also, error alerts should be implemented if the player gives out the wrong step.

<table>
<thead>
<tr>
<th>Game</th>
<th>Space complexity</th>
<th>Tree complexity</th>
<th>Branching factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Western Chess</td>
<td>50</td>
<td>123</td>
<td>35</td>
</tr>
<tr>
<td>Xiangqi</td>
<td>48</td>
<td>150</td>
<td>38</td>
</tr>
<tr>
<td>Go</td>
<td>160</td>
<td>400</td>
<td>250</td>
</tr>
</tbody>
</table>

*Table 1 [7]: The properties of Xiangqi comparing with other chess games, we can notice that it has similar properties with Western Chess, which does not require high concern of algorithm study, thus allowing implementation easier*

- **Robotic Arm**

  A connection with Bluetooth will be an easy way to control and communicate. The robotic arm will be provided after the earlier stage is accomplished. An Aruco code will be attached on the Robotic Arm to adjust and control the picker position.

- **Android Development**

  And considering the complexity that microelectronics involved, utilize of Android phones will be an ideal integration of sensors and microcircuit as the central control unit, which is easy to control and implement via coding method and thus more convenient for
development than the previous project [4]. Also, phones have a smaller scale and are easy to carry, it will arouse more interest in users, and make it possible to establish its usage and robotic concept into the public.

**Project Methodology**

- **Environment Set-Up**
  
  Python 3.7.3  
  OpenCV 4.1.1  
  Android 9 (Pie) /10 (Q)  
  Flask 1.0.2  

- **Variables**

  Chess number: 32  
  Aruco marker number: 37
Chessboard ratio: 9:8
Game State Matrix: 10*9

- **Current preparation for the plan**

  ![Example chessboard picture](image1.png)

  *Picture 1 & 2: Example chessboard picture for aruco functional test with Aruco 6*6 library. We put Aruco image processing on server and test for 1. id and position recognition; & 2. Time of server’s respond (20ms for localhost)*

- **Stage 1: chessboard recognition**

  The chessboard and chess will be prepared with Aruco code. The Android phone will be able to record the video and upload it to the server and corresponding API. Python server will be built up, and able to handle the video stream, then return the current information of the chessboard. Additionally, implementing the auto-detection of the chess movement will be expected. We will temporarily display the game state on phone for debugging use.

- **Stage 2: Connection to the robotic arm**

  We will do the pre- and post-processing of game data to make it fit with the referenced project [6]. For the result, it will be added to the server and can indicate the next step for the robotic arm. As Android receives the instruction, it will detect the position of the robotic arm and send out Bluetooth signals accordingly. The robotic arm will be able to move accordingly.
Project Schedule and Milestones

<table>
<thead>
<tr>
<th>Sep 1 to Sep 30</th>
<th>The first deliverable of the project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct 1 to Oct 30</td>
<td>The server will be built up and tested with the picture, which is taken from real chess and chessboard with corresponding Aruco marker. It should return the game state correctly. At last, it should accept the video stream.</td>
</tr>
<tr>
<td>Nov 1 to Nov 30</td>
<td>Android Application build-up, test on the real phone</td>
</tr>
<tr>
<td>Dec 1 to Jan 30</td>
<td>Test the robotic arm with Bluetooth signal, implement backend logic, we will use human arm instead of robotic arm for mock testing, the first presentation</td>
</tr>
<tr>
<td>Feb 1 to Feb 30</td>
<td>Robotic arm implementation, build server for arm position detection, the interim deliverable</td>
</tr>
<tr>
<td>Mar 1 to Mar 30</td>
<td>Adjust and debug</td>
</tr>
<tr>
<td>Apr 1 to Apr 30</td>
<td>Optimization, the final deliverable</td>
</tr>
</tbody>
</table>
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