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1 Tentative Project Title: 
 

Information Extraction from Hong Kong Court Cases 

 

2 Abstract 
 

Studying past rulings by tribunals plays an essential role in the work of legal 

professionals. However, such task usually consumes a fair amount of effort for 

comprehension and is considered a tedious job. To remedy such an issue, this project aims to 

apply Natural Language Processing (NLP) technologies to automatically extract relevant 

information from Hong Kong court cases, and thus reducing the prohibitive reviewing cost. 

Beyond this, the project group believes that there is a demand for tools across various 

disciplines to harness the exhaustively parsed court case data, either in visualization, 

prediction, or classification. Nevertheless, the development of such tools is tentative, as the 

main determinant still lies in the quality of parsing data obtained from the previous stage.  

 

3 Project Description 
 

This chapter covers the project background, a review and comparison to previous work in 

information extraction from court cases, and an architecture design of our project. 

 

3.1 Specific Aims 

 
This project aims to develop a system that extracts pertinent information from Hong 

Kong court cases, especially with regard to Drug Trafficking cases. The system might be 

dealing with two aspects of data, the low-level basic information and judgment-related 

factors, respectively. 

 

3.2 Background 

 

The law of Hong Kong is based on the amalgamation of English common law and 

local regulations codified in the Laws of Hong Kong (“Law of Hong Kong,” n.d.). Thus, 

stemming from the dogma of stare decisis, which demands similar decisions for similar facts 

with regard to principled rules, it is crucial for legal professionals to study precedential 

rulings of relevant courts and synthesize standards applicable to the current facts(“Common 

law,” n.d.). Whereas, such routine is usually very cumbersome and time-consuming as legal 

practitioners have to abstract the apposite information from a fair amount of precedent cases. 

Therefore, the common practice is only reviewing a limited number of court cases but 

hopefully captures all possible scenarios. Thus, the project will seek to derive AI tools to 

solve the problem. 

 

The advancement of Artificial Intelligence in the field of Natural Language Processing (NLP) 

in the past three decades is astonishing. The subfield of linguistics, computer science, 

information engineering, and artificial intelligence mainly deals with interactions between 

computers and human (natural) languages, in particular how to program machines to extract, 

understand and synthesize information from a variety of text sources(“Natural language 

processing,” n.d.). In recent years, there have been many breakthroughs in the field and it 



could already perform tasks like name entity recognition, machine translation, and automatic 

summarization etc. Therefore, our team is convinced that present technologies have reached a 

level that is capable of solving a significant portion of the issue mentioned above.  

 

From what has been illustrated above, we believe that automating the information extraction 

process would liberate legal professionals from previously low-end paperwork, and their 

endeavors could thus be primarily focused on comprehension and synthesis of the extracted 

information, which could enhance the whole work efficiency a lot. Beyond such, legal 

practitioners could gain better insight of the full picture, from the full landscape of court case, 

instead of only a selected group of past rulings. 

 

3.3 Prior Work 
 

Information extraction from court cases is not a field that has received significant 

recognition, hence, only a limited number of journals is found to be directly related to such 

topic (Cheng, Cua, Tan, Yao, & Roxas, 2009). Nevertheless, several researchers worked on 

applying NLP technologies in the realm of law (Chalkidis & Androutsopoulos, 2017; 

Dragoni, Villata, Rizzi, & Governatori, 2016; Kanapala, Pal, & Pamula, 2017), and these 

journal articles relate to the topic in various forms, but with different focuses. Aside from 

researches that are cross-discipline between NLP and law, the research group also reviewed 

various NLP papers and textbook(Chen, Fisch, Weston, & Bordes, 2017; Clark & Gardner, 

2017; Devlin, Chang, Lee, & Toutanova, 2018; Fan et al., 2019; Martin & Jurafsky, 2009), 

for the reason that most of the project would be based on existing NLP technologies. 

 

3.4 Methodology 
 

3.4.1 Development Principle 

 

There are two major cornerstones in the development philosophy, namely Test-Driven 

Development (TDD), and statistical methods. The field of NLP is relatively new in terms of 

intersecting with legal professionals. Moreover, the nature of the dataset of legal court cases 

has little documentation provided, more experiments are needed to determine its inherent 

structure and characteristics. As a result, the research group expects a short development 

cycle throughout the project, frequent adjustments and experimental developments to adapt to 

the latest feedback collected during development time. Under such assumption, codebase, 

models and data structure will be built with the highest degree of flexibility when possible to 

tackle with uncertainties lying ahead. Also, the lack of knowledge in the legal discipline and 

the structure, nature of the data basically precludes the option of solely relying on knowledge 

engineering, in contrary, methodologies are inclined to statistical methods –– methods that 

inference rules and relations out of the dataset.  

  

3.4.2 Architecture Design 

 

The features designated to be extracted will fall under one of the systems, each described in 

the details of the extraction flow. 

 

Static System 

 

Static system in this project is referring to rule based models incorporated with knowledge 

engineering to extract features with specific pattern and structure in legal judgements. 



 

 

Figure 1: Conclusion of one Court case containing the charge to the defendant. 

 

Charge extraction: Charge is a piece of well-structured information (see Figure 1), with a 

finite domain. Thus, charges could be obtained at a fixed location and could be extracted 

through keyword matching. Nevertheless, there are some minor variations and noise in the 

data, for instance, misspellings, numbering. This might hinder the performance of extraction. 

As a countermeasure, the research group might deploy tokenization, fuzzy search to alleviate 

such a problem. 

 

 

Figure 2:  Specific structure of Ordinance reference. 

 

Ordinance extraction: Ordinance is a more complicated piece of information to extract, for 

the reason that, ordinances might be embedded in the main corpus. Beyond such, inference 

from charges might be needed to obtain the related ordinance to court case. According to 

preliminary observation, ordinances embedded in text follow a specific structure (see Figure 

2), hence, there is evidence to believe that keyword matching could be sufficient to parse 

such information in text. Charges also has a one-to-one relationship with a specific section of 

ordinance. Completing such a knowledge graph could potentially be solution to extract such a 

field.  

 

Type of drugs: There is a finite set of domains of type of drugs, hence, keyword matching 

might be sufficient for obtaining the involvement of type of drugs. Nevertheless, the 

correspondence of the type of drugs to the defendant might be a multi-to-multi relationship, 

might require high-level of coreference resolution. The responsibility of extracting such 

relationship falls upon the dynamic system.  

 

 

Dynamic System 

 

Dynamic system mainly consists of state-of-the-art NLP models, in theory could circumvent 

some of the pitfalls of traditional rule based methods and extract information that is not 

possible with traditional methods.  

 



Amount of drugs: First, Named-entity recognition (NER) will be applied to extract the 

number of grams appeared in text. Then machine comprehension model will be used to 

extract the amount of drugs corresponding to the specific amount of drugs. The NER 

obtained value will serve as a check to ensure the quality of extraction.  

 

Penalty: Machine comprehension model has the potential to extract the penalty imposed 

when only one defendant in the case. Multi defendant case is still in design. 

 

Features under observation   

 

 

Figure 3: Defendant background embedded. Criminal records highlighted. 

 

Mitigating and aggravating factors are deeply embedded in the context of court case (see 

Figure 3). The research group has little confidence in this stage to extract such features with 

high accuracy and recall. The main hurdle lies in the incomplete ontologies of such factors. 

Nevertheless, some results could be foreseen to be obtained through keyword matching and 

machine comprehension. The performance thought is still uncertain in each case. 

 

      

Data Storage 

 

There is no de facto standard of data storage solution in the field of NLP. Researchers adopt 
various measures to manage data, including plain text, csv, json, etc. One of the most 
advanced methods would be protocol buffers (protobuf)––– a method which serializes 
structured data. In comparison, the research team has adopted with non-conventional 
practices –– MySQL and in consideration of Redis.  
 

The mainstream research direction in computational linguistic community revolves in model 

training, hence, batch form, simple data storage solution will suit the needs of most projects. 

Nevertheless, this project has greater emphasizes on data analytics. Recognize patterns in the 

data set in order for setting up strategy for extraction. With different focuses, static files that 

fit the need of mainstream researchers have less value in our circumstance. Protocol buffers 

has the highest performance among all solution and is the only mechanism that support 

genuine mass scale parallel model training. One of its weaknesses is the level of difficulty, 

the effort of protobuf is enormous. PhDs encounter tremendous difficulty according to one of 



the researchers at the University of Maryland, College Park –– Jordan Boyd-Graber. As a 

result, the research group believes that the costs outweigh the benefit of the installation of 

protobuf and static files alone could not meet the demand of this project.  

 

The requirements of data solution of this project are a flexible data scheme that could adapt 

to changes, analysis is an essential part, hence, the capability of query is also necessary, 

beyond doubt, decent performance is also crucial. MySQL is one of the most widely test 

solutions existing, the capability of SQL query enables the research team to integrate it with 

existing analytics tool, reducing the cost of understanding our data. One of the main 

drawbacks of MySQL, is the lower speed of retrieval when large amount of text or blob is 

involved. Redis is a key-value store database, with speed faster in order of magnitude even 

with large volume of data. Deploying both MySQL and Redis, allows the research team to 

perform analysis with a high degree of freedom, and in the meantime, train project models 

with selected data dynamically. Hence, this states the factors considered and principle applied 

in the process of data storage selection.  

 

  

 

4 Work Plan 

 

4.1 Limitations, Assumptions, and Alternatives 
 

 

The assumptions for the project rely on the belief that current technologies have 

reached a level of adequacy to identify and extract the features interested. 

 

However, there still exist risks that the court case documentation is too messy and intricated 

to be analyzed accurately and it might be too difficult to correctly decipher the correlation 

between desired items, for example, the correct match of drug name and weight, which would 

result in imprecise information extraction. 

 

Possible alternatives for such complication would be extracting a whole sentence (context) of 

where the wanted information lies, or involving human tagging and extraction during the 

process.  

 

Current proposal is still at a preliminary stage, and advanced feature extraction is still under 

design. Multi-to-multi relationship extraction resolution is in research stage without a 

blueprint of the extraction workflow. Aggravating factors and Mitigating Factors extraction 

are still under study, primarily comprehending the legal court case data. The research team is 

searching for pattern that could consistently works as clues for models to extract such 

aforementioned features. The proposal will be updated in accordance to any progress in 

experiment or theoretical study.  

 

 

4.2 Preliminary Schedule 
 

Milestone Duration(weeks) Description Expected 

Completion Date 



First Deliverable 2 Project plan and 

website. 

30 September 2019 

 

Preliminary Study 4 Literature review. October 2019 

Set up 4 System and 

environment setup. 

December 2019 

First Presentation 4 Interim report. 13-17 January 2020 

Phase 2 deliverables 4 Interim report. 2 February 2020 

Implementation 
 

8 Implementation. February - April 

Phase 3 deliverables 3 Final report. 19 April 2020 

Final presentation 1 Finish. 20-24 April 2020 
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