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Abstract. Modern functional programming languages such as Haskell
support sophisticated forms of type-inference, even in the presence of
higher-order polymorphism. Central to such advanced forms of type-
inference is an algorithm for polymorphic subtyping. This paper for-
malizes an algorithmic specification for polymorphic subtyping in the
Abella theorem prover. The algorithmic specification is shown to be de-
cidable, and sound and complete with respect to Odersky and L&ufer’s
well-known declarative formulation of polymorphic subtyping.

While the meta-theoretical results are not new, as far as we know our
work is the first to mechanically formalize them. Moreover, our algorithm
differs from those currently in the literature by using a novel approach
based on worklist judgements. Worklist judgements simplify the propaga-
tion of information required by the unification process during subtyping.
Furthermore they enable a simple formulation of the meta-theoretical
properties, which can be easily encoded in theorem provers.

1 Introduction

Most statically typed functional languages support a form of (implicit) para-
metric polymorphism [28]. Traditionally, functional languages have employed
variants of the Hindley-Milner [14, 23, 5] type system, which supports full type-
inference without any type annotations. However the Hindley-Milner type system
only supports first-order polymorphism, where all universal quantifiers only oc-
cur at the top-level of a type. Modern functional programming languages such as
Haskell go beyond Hindley-Milner and support higher-order polymorphism. With
higher-order polymorphism there is no restriction on where universal quantifiers
can occur. This enables more code reuse and more expressions to type-check,
and has numerous applications [15,12,18,17].

Unfortunately, with higher-order polymorphism full type-inference becomes
undecidable [35]. To recover decidability some type annotations on polymor-
phic arguments are necessary. A canonical example that requires higher-order
polymorphism in Haskell is:

hpoly = (\f :: forall a. a -> a) > (f 1, f ’c’)

The function hpoly cannot be type-checked in Hindley-Milner. The type of hpoly
is (forall a. a -> a) -> (Int, Char). The single universal quantifier does



not appear at the top-level. Instead it is used to quantify a type variable a used in
the first argument of the function. Notably hpoly requires a type annotation for
the first argument (forall a. a -> a). Despite these additional annotations,
the type-inference algorithm employed by GHC Haskell [16] preserves many of
the desirable properties of Hindley-Milner. Like in Hindley-Milner type instan-
tiation is ¢mplicit. That is, calling a polymorphic function never requires the
programmer to provide the instantiations of the type parameters.

Central to type-inference with higher-order polymorphism is an algorithm for
polymorphic subtyping. This algorithm allows us to check whether one type is
more general than another, which is essential to detect valid instantiations of
a polymorphic type. For example, the type forall a. a -> a is more general
than Int -> Int. A simple declarative specification for polymorphic subtyping
was proposed by Odersky and Laufer [26]. Since then several algorithms have
been proposed that implement it. Most notably, the algorithm proposed by Pey-
ton Jones et al. [16] forms the basis for the implementation of type inference
in the GHC compiler. Dunfield and Krishnaswami [9] provided a very elegant
formalization of another sound and complete algorithm, which has also inspired
implementations of type-inference in some polymorphic programming languages
(such as PureScript [30] or DDC [6]).

Unfortunately, while many aspects of programming languages and type sys-
tems have been mechanically formalized in theorem provers, there is little work
on formalizing algorithms related to type-inference. The main exceptions to the
rule are mechanical formalizations of algorithm W and other aspects of tradi-
tional Hindler-Milner type-inference [24,7, 8,33, 11]. However, as far as we know,
there is no mechanisation of algorithms used by modern functional languages like
Haskell, and polymorphic subtyping included is no exception. This is a shame
because recently there has been a lot of effort in promoting the use of theo-
rem provers to check the meta-theory of programming languages, e.g., through
well-known examples like the POPLMARK challenge [3] and the CompCert
project [21]. Mechanical formalizations are especially valuable for proving the
correctness of the semantics and type systems of programming languages. Type-
inference algorithms are arguably among the most non-trivial aspects of the im-
plementations of programming languages. In particular the information discov-
ery process required by many algorithms (through unification-like or constraint-
based approaches), is quite subtle and tricky to get right. Moreover, extending
type-inference algorithms with new programming language features is often quite
delicate. Studying the meta-theory for such extensions would be greatly aided
by the existence of a mechanical formalization of the base language, which could
then be extended by the language designer.

Handling variable binding is particularly challenging in type inference, be-
cause the algorithms typically do not rely simply on local environments, but
instead propagate information across judgements. Yet, there is little work on
how to deal with these complex forms of binding in theorem provers. We believe
that this is the primary reason why theorem provers have still not been widely
adopted for formalizing type-inference algorithms.



Type variables a,b

Types A,B,C:= 1|a|Va.A|A— B
Monotypes T = llalm =
Contexts ' = |%a

Fig. 1. Syntax of Declarative System

This paper advances the state-of-the-art by formalizing an algorithm for poly-
morphic subtyping in the Abella theorem prover. We hope that this work en-
courages other researchers to use theorem provers for formalizing type-inference
algorithms. In particular, we show that the problem we have identified above
can be overcome by means of worklist judgments. These are a form of judgement
that turns the complicated global propagation of unifications into a simple local
substitution. Moreover, we exploit several ideas in the recent inductive formula-
tion of a type-inference algorithm by Dunfield and Krishnaswami [9], which turn
out to be useful for mechanisation in a theorem prover.

Building on these ideas we develop a complete formalization of polymor-
phic subtyping in the Abella theorem prover. Moreover, we show that the algo-
rithm is sound, complete and decidable with respect to the well-known declara-
tive formulation of polymorphic subtyping by Odersky and Laufer. While these
meta-theoretical results are not new, as far as we know our work is the first to
mechanically formalize them.

In summary the contributions of this paper are:

— A mechanical formalization of a polymorphic subtyping algorithm.
We show that the algorithm is sound, complete and decidable in the Abella
theorem prover, and make the Abella formalization available online®.

— Information propagation using worklist judgements: we employ work-
lists judgements in our algorithmic specification of polymorphic subtyping
to propagate information across judgements.

2 Overview: Polymorphic Subtyping

This section introduces Odersky and Laufer declarative subtyping rules, and
discusses the challenges in formalizing a corresponding algorithmic version. Then
the key ideas of our approach that address those challenges are introduced.

2.1 Declarative Polymorphic Subtyping

In implicitly polymorphic type systems, the subtyping relation compares the
degree of polymorphism of types. In short, if a polymorphic type A can always
be instantiated to any instantiation of B, then A is “at least as polymorphic as”
B, or we just say that A is “more polymorphic than” B, or A < B.

3 https://github.com/JimmyZJX/Abella-subtyping-algorithm
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Fig. 2. Well-formedness of Declarative Types and Declarative Subtyping

There is a very simple declarative formulation of polymorphic subtyping due
to Odersky and Laiifer [26]. The syntax of this declarative system is shown in
Figure 1. Types, represented by A, B,C, are the unit type 1, type variables
a, b, universal quantification Va.A and function type A — B. We allow nested
universal quantifiers to appear in types, but not in monotypes. Contexts ¥ collect
a list of type variables.

In Figure 2, we give the well-formedness and subtyping relation for the declar-
ative system. The cases without universal quantifiers are handled by Rules <Var,
<Unit and <—. The subtyping rule for function types (<—) is standard, being
contravariant on the argument types. Rule <VR says that if A is a subtype of
B under the context extended with a, where a is fresh in A, then A < Va.B.
Intuitively, if A is more general than the universally quantified type Va.B, then
A must instantiate to [7/a]B for every 7.

Finally, the most interesting rule is <VL, which instantiates Va.A to [7/a]A,
and concludes the subtyping Va.A < B if the instantiation is a subtype of B.
Notice that 7 is guessed, and the algorithmic system should provide the means to
compute this guess. Furthermore, the guess is a monotype, which rules out the
possibility of polymorphic (or impredicative) instantiation. The restriction to
monotypes and predicative instantiation is used by both Peyton Jones et al. [16]
and Dunfield and Krishnaswami’s [9] algorithms, which are adopted by several
practical implementations of programming languages.

2.2 Finding Solutions for Variable Instantiation

The declarative system specifies the behavior of subtyping relations, but is not
directly implementable: the rule <VL requires guessing a monotype 7. The core
problem that an algorithm for polymorphic subtyping needs to solve is to find
an algorithmic way to compute the monotypes, instead of guessing them. An
additional challenge is that the declarative rule <— splits one judgment into
two, and the (partial) solutions found for existential variables when processing
the first judgment should be transfered to the second judgement.



Dunfield and Krishnaswami’s Approach An elegant algorithmic solution to com-
puting the monotypes is presented by Dunfield and Krishnaswami [9]. Their
algorithmic subtyping judgement has the form:

VHFA<BAH®

A notable difference to the declarative judgement is the presence of a so-called
output context &, which refines the input context ¥ with solutions for existential
variables found while processing the two types being compared for subtyping.
Both ¥ and @ are ordered contexrts with the same structure. Ordered contexts
are particularly useful to keep track of the correct scoping for variables, and are a
notable different to older type-inference algorithms [5] that use global unification
variables or constraints collected in a set.

Output contexts are useful to transfer information across judgements in Dun-
field and Krishnaswami’s approach. For example, the algorithmic rule corre-
sponding to <— in their approach is:

B <A 4P DF [B|As <: [B]Bs 4P
<
UF A — Ay <: By — By 4 &' -

The information gathered by the output context when comparing the input types
of the functions for subtyping is transfered to the second judgement by becoming
the new input context, while any solution derived from the first judgment is
applied to the types of the second judgment.

Ezample If we want to show that Va.a — a is a subtype of 1 — 1, the declarative
system will guess the proper 7 = 1 for Rule <VL:
B N e N I i |

<VL
-FVYaa—a<l—1 —

Dunfield and Krishnaswami introduce an ezistential variable—denoted with «, 8—
whenever a monotype 7 needs to be guessed. Below is a sample derivation of their
algorithm; we omit the full set of algorithmic rules due to lack of space:

InstRSolve <:Unit
aFl1<ada=1 a=1F1<1lFa=1

aFa—wa<l—ol1da=1
-FYaa—>a<1l—14-

<:VL

The first step applies Rule <:VL, which introduces a fresh existential variable,
a, and opens the left-hand-side V-quantifier with it. Next, Rule <:— splits the
judgment in two. For the first branch, Rule InstRSolve satisfies 1 < a by solving
a to 1, and stores the solution in its output context. The output context of the
first branch is used as the input context of the second branch, and the judgment
is updated according to current solutions. Finally, the second branch becomes
a base case, and Rule <:Unit finishes the derivation, makes no change to the
input context and propagates the output context back.



Dunfield and Krishnaswami’s algorithmic specification is elegant and contains
several useful ideas for a mechanical formalization of polymorphic subtyping.
For example ordered contexts and existential variables enable a purely inductive
formulation of polymorphic subtyping. However the binding/scoping structure
of their algorithmic judgement is still fairly complicated and poses challenges
when porting their approach to a theorem prover.

2.3 The Worklist Approach

We inherit Dunfield and Krishnaswami’s ideas of ordered contexts, existential
variables and the idea of solving those variables, but drop output contexts. In-
stead our algorithmic rule has the form:

'

where {2 is a list of judgments A < B instead of a single one. This judgement
form, which we call worklist judgement, simplifies two aspects of Dunfield and
Krishnaswami’s approach.

Firstly, as already stated, there are no output contexts. Secondly the form of
the ordered contexts become simpler. The transfer of information across judge-
ments is simplified because all judgements share the input context. Moreover the
order of the judgements in the list allows information discovered when process-
ing the earlier judgements to be easily transfered to the later judgements. In the
worklist approach the rule for function types is:

I'E By <Ay Ay < By (2 <
a—>
FFAl*)AQSBl*}BQ;Qi

The derivation of the previous example with the worklist approach is:

anil

<,unit

H1<
aFl1<aa<l;-
aFa—a<l—1;-

<ssolve_ex

<a—

<.VL
-FYaa—a<1l—1;-

To derive - - Va.a — a < 1 — 1 with the worklist approach, we first introduce
an existential variable and change the judgement toa - a — o <1 — 1;-. Then,
we split the judgment in two for the function types and the derivation comes
to a -1 < a;a < 1;-. When the first judgment is solved with @ = 1, we
immediately remove « from the context, while propagating the solution as a
substitution to the rest of the judgment list, resulting in - + 1 < 1;-, which
finishes the derivation in two trivial steps.

With this form of eager propagation, solutions no longer need to be recorded
in contexts, simplifying the encoding and reasoning in a proof assistant.



Type variables a,b

Existential variables a, B
Algorithmic types A,B,C:= 1l|a|la|VaA|A— B
Algorithmic context r = | Nal|la
Algorithmic judgments N = - |A<B;2
acl ael
wf,unit wf,var wf,exvar
1 I'ta I'kta
I'HA I'+B I'ak A
_ wf.— — wf,V
I'-A—B I'FVa.A

Fig. 3. Syntax and Well-Formedness Judgement for the Algorithmic System.

Key Results Both the declarative and algorithmic systems are formalized in
Abella. We have proven 3 important properties for this algorithm: decidability,
ensuring that the algorithm always terminates; and soundness and completeness,
showing the equivalence of the declarative and algorithmic systems.

3 A Worklist Algorithm for Polymorphic Subtyping

This section presents our algorithm for polymorphic subtyping. A novel aspect
of our algorithm is the use of worklist judgments: a form of judgement that
facilitates the propagation of information.

3.1 Syntax and Well-Formedness of the Algorithmic System

Figure 3 shows the syntax and the well-formedness judgement.

Ezistential Variables In order to solve the unknown types 7, the algorithmic sys-
tem extends the declarative syntax of types with existential variables o. They
behave like unification variables, but are not globally defined. Instead, the or-
dered algorithmic context, inspired by Dunfield and Krishnaswami [9], defines
their scope. Thus the type 7 represented by the corresponding existential vari-
able is always bound in the corresponding declarative context V.

Worklist Judgements The form of our algorithmic judgements is non-standard.
Our algorithm keeps track of an explicit list of outstanding work: the list {2 of
(reified) algorithmic judgements of the form A < B, to which a substitution can
be applied once and for all to propagate the solution of an existential variable.

Hole Notation To facilitate context manipulation, we use the syntax I'[I'y] to
denote a context of the form Iy, 'y, I'r where I' is the context I'r, e, I'r with
a hole (o). Hole notations with the same name implicitly share the same I';, and
I'r. A multi-hole notation like I'[a][8] means I, a, I'n, B8, I's.
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anil
' ael ' ael '+
—— <,unit —— <,var — X <,exvar
I'c1<1;0 I'Fa<a; 2 I'Fa<a; 2
FI_B1§A1;A2§BQ;.Q
< =

FFAl*)AQSBl‘)BQ;Q_a
F,al—[a/a]A§B;Q< b fresh I'bEA<B;2

VL <.VR
I'+Ya.A<B; 2 I'-A<Vb.B; 2

« fresh

a¢ FV(A)UFV(B) Iaa,albFar = az < A— Bjlag — az/alf2
I'alFa<A— B; 2

a¢ FV(A)UFV(B) Iai,a2]FA— B<ai — az; o — az/a)f?
I'a)FA— B<a; 2

<ainstL

<ainstR

Lla][] - [o/B]12 <.solve.ex Ila][] - [o/B]82 <.solve ex’
LBl -a<p; 2~ I[BB8 <a; 2~
FM [] " [a/B]Q <,solve_var FM [] - [a/ﬂ]Q <,solve_var’
Ta[f]Fa<p;02 Tla[B] B <a;02 ~
IF[1/a]e2 I F /a2

———— — <,solve_unit
I'alFa<1;02

INalF1< o2

<,solve_unit’

Fig. 4. Algorithmic Subtyping

3.2 Algorithmic Subtyping

The algorithmic subtyping judgement, defined in Figure 4, has the form I" - {2,
where {2 collects multiple subtyping judgments A < B. The algorithm treats {2
as a worklist. In every step it takes one task from the worklist for processing,
possibly pushes some new tasks on the worklist, and repeats this process until
the list is empty. This last and single base case is handled by Rule a_nil. The
remaining rules all deal with the first task in the worklist. Logically we can
discern 3 groups of rules.

Firstly, we have five rules that are similar to those in the declarative system,
mostly just adapted to the worklist style. For instance, Rule <,— consumes
one judgment and pushes two to the worklist. A notable difference with the
declarative Rule <VL is that Rule <,VL requires no guessing of a type 7 to
instantiate the polymorphic type Va.A, but instead introduces an existential
variable a to the context and to A. In accordance with the declarative system,



anil

a1|_~
——— <,unit
arF1<1;- stuck
<ssolve_ex _ 7
ar,az a1 <az;l <15 a, bt a <b;-
<,solve_ex ——— <{,VR
ar,a2,BFar <B;8<al<l1;- at a<Vbb;- .
<a— <aunit
ar,a2,FB =< ar > al1<1;- . akF1<1;a<Vb b;-
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a—>
aFa—1< (Va.a—a)—1;- -
<aVL

-FVa.a—1< (Va.a—a) —1;-

Fig. 5. Successful and Failing Derivations for the Algorithmic Subtyping Relation

where the monotype 7 should be bound in the context ¥, here o should only be
solved to a monotype bound in I'. More generally, for any algorithmic context
I'[a], the algorithmic variable v can only be solved to a monotype that is well-
formed with respect to Iy,.

Secondly, Rules <,instL and <,instR partially instantiate existential types
a, to function types. The domain and range of the new function type are unde-
termined: they are set to two fresh existential variables a; and ais. To make sure
that ary — o has the same scope as «, the new variables a;; and «q are inserted
in the same position in the context where the old variable a was. To propagate
the instantiation to the remainder of the worklist, « is substituted for a; — an
in £2. The occurs-check side-condition is necessary to prevent a diverging infinite
instantiation. For example 1 — a < o would diverge with no such check.

Thirdly, in the remaining six rules an existential variable can be immediately
solved. Each of the six similar rules removes an existential variable from the
context, performs a substitution on the remainder of the worklist and continues.

The algorithm on judgment list is designed to share the context across all
judgments. However, the declarative system does not share a single context in its
derivation. This gap is filled by strengthening and weakening lemmas of both sys-
tems, where most of them are straightforward to prove, except for the strength-
ening lemma of the declarative system, which is a little trickier.

Ezample We illustrate the subtyping rules through a sample derivation in the
left of Figure 5, which shows that that Va. a — 1 < (Va. a — a) — 1. Thus
the derivation starts with an empty context and a judgment list with only one
element.

In step 1, we have only one judgment, and that one has a top-level V on
the left hand side. So the only choice is rule <,VL, which opens the universally
quantified type with an unknown existential variable «. Variable o will be solved
later to some monotype that is well-formed within the context before o. That is,
the empty context - in this case. In step 2, rule <,— is applied to the worklist,
splitting the first judgment into two. Step 3 is similar to step 1, where the left-



hand-side V of the first judgment is opened according to rule <,VL with a fresh
existential variable. In step 4, the first judgment has an arrow on the left hand
side, but the right-hand-side type is an existential variable. It is obvious that
« should be solved to a monotype of the form ¢ — 7. Rule instR implements
this, but avoids guessing o and 7 by “splitting” « into two existential variables,
aq and asg, which will be solved to some o and 7 later. Step 5 applies Rule
<.— again. Notice that after the split, 8 appears in two judgments. When the
first 8 is solved during any step of derivation, the next 8 will be substituted by
that solution. This propagation mechanism ensures the consistent solution of the
variables, while keeping the context as simple as possible. Steps 6 and 7 solve
existential variables. The existential variable that is right-most in the context is
always solved in terms of the other. Therefore in step 6, 5 is solved in terms of
a1, and in step 7, «g is solved in terms of a;. Additionally, in step 6, when
is solved, the substitution [« /4] is propagated to the rest of the judgment list,
and thus the second judgment becomes a3 < as. Steps 8 and 9 trivially finish
the derivation. Notice that «; is not instantiated at the end. This means that
any well-scoped instantiation is fine.

A Failing Derivation We illustrate the role of ordered contexts through another
example: Va. 1 — a < 1 — Vb. b. From the declarative perspective, a should
be instantiated to some 7 first, then b is introduced to the context, so that b ¢
FV (7). As aresult, we cannot find 7 such that 7 < b. The right of Figure 5 shows
the algorithmic derivation, which also fails due to the scoping—« is introduced
earlier than b, thus it cannot be solved to b.

4 Metatheory

This section presents the 3 main meta-theoretical results that we have proved
in Abella. The first two are soundness and completeness of our algorithm with
respect to Odersky and Laufer’s declarative subtyping. The third result is our
algorithm’s decidability.

4.1 Transfer to the Declarative System

To state the correctness of the algorithmic subtyping rules, Figure 6 introduces
two transfer judgements to relate the declarative and the algorithmic system.
The first judgement, transfer of contexts I" — ¥, removes existential variables
from the algorithmic context I' to obtain a declarative context ¥. The second
judgement, transfer of the judgement list I" | £2 ~~ ', replaces all occurrences of
existential variables in {2 by well-scoped mono-types. Notice that this judgment
is not decidable, i.e. a pair of I" and 2 may be related with multiple 2. However,
if there exists some substitution that transforms 2 to 2’, and each subtyping
judgment in 2’ holds, we know that {2 is potentially satisfiable.

The following two lemmas generalize Rule ~»exvar from substituting the first
existential variable to substituting any existential variable.

10
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Fig. 6. Transfer Rules

Lemma 1 (Insert). If I' - ¥ and ¥ + 7 and I, 1} | [7/a]2 ~ 2, then
F,Oz7F1 | 2~ 0.

Lemma 2 (Extract). If I a, I | 2 ~ ', then 37 s.t. ' = @, ¥ F 7 and
Iy | [r/a]2 ~ 2.

In order to match the shape of algorithmic subtyping relation for the following
proofs, we define a relation ¥ F {2 for the declarative system, meaning that all
the declarative judgments hold under context V.

Definition 1 (Declarative Subtyping Worklist).

UHR:=YA<B) €NUFA<B

4.2 Soundness

Our algorithm is sound with respect to the declarative specification. For any
derivation of a list of algorithmic judgments I" - {2, we can find a valid transfer
I'| 2 ~ £ such that all judgments in 2’ hold in ¥, with I" — W.

Theorem 1 (Soundness). If I' b Q2 and I' — W, then there exists (2, s.t.
|2~ and Pt (.

The proof proceeds by induction on the derivation of I' + (2, finished off by
appropriate applications of the insertion and extraction lemmas.
4.3 Completeness

Completeness of the algorithm means that any declarative derivation has an
algorithmic counterpart.

Theorem 2 (Completeness). If U F ' and I’ — ¥ and I | 2 ~ (2, then
I'kF .

11



The proof proceeds by induction on the derivation of ¥ - (2. As the declar-
ative system does not involve information propagation across judgments, the
induction can focus on the subtyping derivation of the first judgment without
affecting other judgments. The difficult cases correspond to the <,instL and
<,instR rules. When the proof by induction on ¥ + 2’ reaches the <— case,
the first declarative judgment has a shape like A; — As < By — Bs. One of the
possibile cases for the first corresponding algorithmic judgement is « < A — B.
However, the case analysis does not indicate that « is fresh in A and B. Thus
we cannot apply Rule <,instL and make use of the induction hypothesis. The
following lemma helps us out in those cases: it rules out subtypings with infinite
types as solutions (e.g. « < 1 — «) and guarantees that « is free in A and B.

Lemma 3 (Prune Transfer for Instantiation). If¥ F A; — A < B; —
Bo; 2 and ' - W and I' | (¢ < A — B;2) ~ (41 — Ay < By — By; ),
then oo ¢ FV(A)U FV(B).

A similar lemma holds for the symmetric case (A — B < a; §2).

4.4 Decidability
The third key result for our algorithm is decidability.

Theorem 3 (Decidability). Given any well-formed judgment list 2 under I,
it is decidable whether ' §2 or not.

We have proven this theorem by means of a lexicographic group of induction
measurements (|2|v, |I'|a, |£2|—) on the worklist {2 and algorithmic context I'.
The worklist measures | - |y and | - |-, count the number of universal quantifiers
and function types respectively.

Definition 2 (Worklist Measures).

Iy = laly = [aly =0 |- =la|l» =lal- =0
1A = Bly = |Alv + |Blv A= Bl = Al + Bl + 1
Vz.Aly = |Aly + 1 Va. Al = Al
120y = > a<pen |Alv + By 1205 = a<pen Al + 1Bl

The context measure | - |, counts the number of unsolved existential variables.

Definition 3 (Context Measure).
|“la=0 I, alo = |T'a [ ala =[a+1

It is not difficult to see that all but two of the algorithm’s rules decrease one
of the three measures. The two exceptions are the Rules <,instL and <,instR;
both increment the number of existential variables and the number of function
types without affecting the number of universal quantifiers. To handle these rules,
we handle a special class of judgements, which we call instantiation judgements
£2;, separately. They take the form:

12



Definition 4 (£2;).
Q= |a<A; Q2| A< a; 2, where a ¢ FV(A)UFV(£2))

These instantiation judgements are these ones consumed and produced by the
Rules <,instL and <,instR. The following lemma handles their decidability.

Lemma 4 (Instantiation Decidability). For any context I' and judgment
list £2;, 12, it is decidable whether I' &= §2;, 2 if both of the conditions hold

1) VIV, 02 st |2y < |82, 2]y, it is decidable whether I'" = (2.
2) VI, 2 st ||y = |92:, 2wy and |I|o = || — |$2:|, it is decidable whether
&gy,

In other words, for any instantiation judgment prefix (2;, the algorithm either
reduces the number of V’s or solves one existential variable per instantiation
judgment. The proof of this lemma is by induction on the measure 2x|§2;|_, 42|
of the instantiation judgment list.

In summary, the decidability theorem can be shown through a lexicographic
group of induction measurements (|2]y, |2|a,|2|=). The critical case is that,
whenever we encounter an instantiation judgment at the front of the worklist, we
refer to Lemma 4, which reduces the number of unsolved variables by consuming
that instantiation judgment, or reduces the number of V-quantifiers. Other cases
are relatively straightforward.

5 The Choice of Abella

We have chosen the Abella (v2.0.5) proof assistant [10] to develop our formal-
ization. Our development is only based on the reasoning logic of Abella, and
does not make use of its specification logic. Abella is particularly helpful due to
its built-in support for variable bindings, and its A-tree syntax [22] is a form of
HOAS, which helps with the encoding and reasoning about substitutions. For
instance, the type Vx.x — a is encoded as all (x\ arrow x a), where x\ arrow x a
is a lambda abstraction in Abella. An opening [b/z](x — a) is encoded as an ap-
plication (x\ arrow x a) b, which can be simplified(evaluated) to arrow b a. Name
supply and freshness conditions are controlled by the V-quantifier. The expres-
sion nabla x, F means that x is a unique variable in F, i.e. it is different from any
other names occurring elsewhere. Such variables are called nominal constants.
They can be of any type, in other words, every type may contain unlimited
number of such atomic nominal constants.

Encoding of the Declarative System As a concrete example, our declarative con-
text and well-formedness rules are encoded as follows.

Kind ty type.
Type i ty. % the unit type
Type all  (ty — ty) — ty. 7% forall-quantifier
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Type arrow ty — ty — ty. % function type
Type bound ty — o. % variable collection in contexts

Define env : olist — prop by
env nil;
nabla x, env (bound x :: E) := env E.

Define wft : olist — ty — prop by
wit E i;
nabla x, wft (E x) x := nabla x, member (bound x) (E x);
wft E (arrow A B) := wft E A A wft E B;
wft E (all A) := nabla x, wft (bound x :: E) (A x).

We use the type olist just as normal list of o with two constructors, namely
nil : olist and (::) : o — olist — olist, where o purely means “the element
type of olist”. The member : o — olist — prop relation is also pre-defined. The
second case of the relation wft states rule wfqvar. The encoding (E x) basically
means that the context may contain x. If we write (E x) as E, then the context
should not contain x, and both wft E x and member (bound x) E make no sense.
Instead, we treat E : ty — olist as an abstract structure of a context, such as
x\ bound x :: bound a :: nil. For the fourth case of the relation wft, the type
Vz.A in our target language is expressed as (all A), and its opening A, (A x).

Encoding of the Algorithmic System In terms of the algorithmic system, notably,
Abella handles the <,instL and <,instR rules in a nice way:

% sub_alg_list : enva — [subty_judgment] — prop
Define subal : olist — olist — prop by
subal E nil;
subal E (subt i i :: Exp) := subal E Exp;
% some cases omitted ...
% <: instL
nabla x, subal (E x) (subt x (arrow A B) :: Exp x) :=
exists E1 E2 F, nabla x y z, append E1 (exvar x :: E2) (E x) A
append E1 (exvar y :: exvar z :: E2) (Fy z) A
subal (F y z) (subt (arrow y z) (arrow A B) :: Exp (arrow y z));
% <: instR is symmetric to <: instL, omitted here
% other cases omitted ...

Thanks to the way Abella deals with nominal constants, the pattern subt x (arrow A B)
implicitly states that © ¢ FV(A) Ax ¢ FV(B). If the condition were not re-
quired, we would have encoded the pattern as subt x (arrow (A x) (B x)) instead.

5.1 Statistics and Discussion

Some basic statistics on our proof script are shown in Figure 7. The proof con-
sists of 3627 lines of code with a total of 33 definitions and 267 theorems. We
have to mention that Abella provides few built-in tactics and does not support
user-defined ones, and we would reduce significant lines of code if Abella pro-
vided more handy tactics. Moreover, the definition of natural numbers, the plus
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File(s) SLOC|# of Theorems|Description
olist.thm, nat.thm 303 55 Basic data structures
higher.thm, order.thm| 164 15 Declarative system
higher_alg.thm 618 44 Algorithmic system
trans.thm 411 46 Transfer
sound.thm 166 2 Soundness theorem
depth.thm 143 12 Definition of depth
complete.thm 626 28 Lemmas and Completeness theorem
decidable.thm 1077 53 Lemmas and Decidability theorem
Total 3627 267 (33 definitions in total)

Fig. 7. Statistics for the proof scripts

operation and less-than relation are defined within our proof due to Abella’s lack
of packages. However, the way Abella deals with name bindings is very helpful
for type system formalizations and substitution-intensive formalizations, such as
this one.

6 Related Work

Type Inference for Polymorphic Subtyping Higher-order polymorphism is a prac-
tical and important programming language feature. Due to the undecidability
of type-inference for System F [35], different decidable partial type-inference
approaches were developed. The subtyping relation of this paper, originally pro-
posed by Odersky and Laiifer [26], is predicative (¥’s only instantiate to mono-
types), which is considered a reasonable and practical trade-off. There is also
work on partial impredicative type-inference algorithms [19, 20, 34]. However,
unlike the predicative subtyping relation for System F, the subtyping for im-
predicative System F is undecidable [31]. Therefore such algorithms have to
navigate through the design space to impose restrictions that allow for a decid-
able algorithm. As a result such algorithms tend to be more complex, and are
less adopted in practice.

Gundry et al. [13] revisited the Hindley-Milner type system. They make use
of ordered contexts on the unification during type inference, and their algorithm
works differently from algorithm W. Dunfield and Krishnaswami [9] adopted
a similar idea on ordered contexts and presented an algorithmic approach for
predicative polymorphic subtyping that tracks the (partial) solutions of exis-
tential variables in the algorithmic context—this denotes a delayed substitution
that is incrementally applied to outstanding work as it is encountered. Their
algorithm comes with 40 pages of manual proofs on the soundness, complete-
ness and decidability. We have tried to mechanize these proofs directly, but have
not been successful yet because most proof assistants do not naturally support
output contexts and their more complex ordered contexts. Their theorems have
statements that are more complex than those in the worklist approach. One of
the reasons for the added complexity is that, when the constraints are not strict
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enough, the algorithm may not instantiate all existential variables. However in
order to match the declarative judgement, all the unsolved variables should be
properly assigned. For example, their generalized completeness theorem is:

Theorem 4 (Generalized Completeness of Subtyping [9]).
Ifv — dand W F A and ¥+ B and [P|¥ + [P]A < [P]|B then there exist A
and &' such that A — &' and & — &' and ¥ - [P]A <: [¥]B 4 A.

Here, the auxiliary relation ¥ — ¥’ extends a context ¥ to a context W'.
This is used to extend the algorithm’s input and output contexts ¥ and A, with
with possibly unassigned existential variables, to a complete (i.e., fully-assigned)
contexts @ and @’ suitable for the declarative specification.

While we are faced with a similar gap between algorithm and specification,
which we tackle with our transfer relations I" — ¥, our completeness statement
is much shorter because our algorithm does not return an output context which
needs to be transferred. Moreover, we have cleanly encapsulated any substitu-
tions to the worklist in the worklist transfer judgement I' | 2 ~~ 2.

Peyton Jones et al. [16] developed a higher-rank predicative bidirectional
type system. They enriched their subtyping relations with deep skolemisation,
while other relations remain similar to ours. Their algorithm is unification-based
with a structure similar to algorithm W’s.

Unification Algorithms Our algorithm works similarly to some unification al-
gorithms that use a set of unification constraints and single-step simplification
transitions. Some work [27,1] adopts this idea in dependently typed inference
and reconstruction. These approaches collect a set of constraints and nondeter-
ministically process one of them at a time. Those approaches consider various
forms of constraints, including term unification, context unification and solution
for meta-variables. In contrast, our algorithm is presented in a simpler form, us-
ing ordered (worklist) judgements, which is sufficient for the subtyping problem.

Formalizations of Type-Inference Algorithms in Theorem Provers The well-
known POPLMARK challenge [3] has encouraged the development of new proof
assistant features for facilitating the development and verification of type sys-
tems. As a result, many theorem provers and packages now provide methods for
dealing with variable binding [2, 32, 4], and more and more type system designers
choose to formalize their proofs with these tools. Yet, difficulties with mecha-
nising algorithmic aspects, like unification and constraint solving, have received
very little attention. Moreover, while most type system judgements only feature
local (input) contexts, which have a simple binding/scoping structure, many tra-
ditional type-inference algorithms require more complex binding structures with
output contexts.

Naraschewski and Nipkow [24] published the first formal verification of algo-
rithm W in Isabelle/HOL [25]. The treatment of new variables is a little tricky
in their formalization, while most other parts follow the structure of Damas’s
manual proof closely. Following Naraschewski and Nipkow other researchers [7, 8]
prove a similar result in Coq [29]. Nominal techniques [32] in Isabelle/HOL have
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also been used for a similar verification [33]. Moreover, Garrigue [11] mechanized
a type inference algorithm for Core ML extended with structural polymorphism
and recursion.

7 Conclusion and Future Work

In this paper we have shown how to mechanise an algorithmic subtyping relation
for higher-order polymorphism, together with its proofs of soundness, complete-
ness and decidability, in the Abella proof assistant. In ongoing work we are
extending our mechanisation with a bidirectional type inference algorithm. The
main difficulty there is communicating the instantiations of existential variables
from the subtyping algorithm to the type inference. To make this possible we are
exploring a continuation passing style formulation, which generalises the worklist
approach. Another possible extension is to have the algorithm return an explicit
witness for the subtyping as part of type-directed elaboration into System F.
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