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In programming languages with records, objects, or traits, it is common to have operators that allow dropping, updating or renaming some components. These operators are useful for programmers to explicitly deal with conflicts and override or update some components. While such operators have been studied for record types, little work has been done to generalize and study their theory for other types.

This paper shows that, given subtyping and disjointness relations, we can specify and derive algorithmic implementations for a general type difference operator that works for other types, including function types, record types and intersection types. When defined in this way, the type difference algebra has many desired properties that are expected from a subtraction operator. Together with a generic merge operator, using type difference we can generalize many operations on records formalized in the literature. To illustrate the usefulness of type difference we create an intermediate calculus with a rich set of operators on expressions of arbitrary type, and demonstrate applications of these operators in CP, a prototype language for Compositional Programming. The semantics of the calculus is given by elaborating into a calculus with disjoint intersection types and a merge operator. We have implemented type difference and all the operators in the CP language. Moreover, all the calculi and related proofs are mechanically formalized in the Coq theorem prover.

CCS Concepts: • Theory of computation → Type theory.
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1 INTRODUCTION
In programming languages with records, objects, or traits [Schärli et al. 2003], it is common to have restriction operators and other derived operators that allow dropping or updating some components. Cardelli and Mitchell [1991] did a comprehensive study of operations on records, identifying a variety of record operators in a calculus with records, subtyping and bounded quantification [Cardelli et al. 1994]. Record operators have also been extensively studied in various calculi with row polymorphism [Wand 1989], though typically in settings without subtyping. Several existing functional programming languages, including Haskell and OCaml, include some of these record operators. Moreover, object-oriented languages with traits or mixins, such as the Pharo language [Tesone et al. 2020] and the Jigsaw framework [Bracha 1992; Lagorio et al. 2009], also include operations for renaming and removing methods to aid with the resolution of conflicts.
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While for records and record types such operators are widely studied, there is little work on generalizing and studying the theory of such operators for other types. Nonetheless there are two lines of work that support some form of operators that deal with types other than records. In the field of semantic subtyping [Castagna and Frisch 2005; Frisch et al. 2008] there is a related notion that arises from set difference: we can interpret two types \( A \) and \( B \) as the sets of values that have type \( A \) and \( B \). Thus, under such interpretation, we can obtain a new set of values by employing set difference \( A \setminus B \). The resulting set denotes a type with the values which are in \( A \) but not in \( B \). However the semantics of set difference is not what we want: set difference does not generalize record restriction and it has different applications. Shields and Meijer [2001] studied a calculus with type-indexed rows, where types are used instead of labels for indexing. The calculus supports a simple restriction operation, but lacks some desirable properties and does not have subtyping.

This paper studies a general notion of type difference, which enables a generalization of record restriction. Although type difference is a partial function that could fail in some cases, it poses no restriction on types that can be subtracted in general. If type difference computes a result, a number of useful properties are guaranteed, allowing values of the result type to be safely merged with other values. Type difference is specified by an intuitive definition based on subtyping and disjointness relations, resulting in a general type difference operator that works for function types, record types and intersection types. When defined in this way, type difference has a rich algebra with many useful properties that are expected from a subtraction operator.

Together with a generic disjoint merge operator [Oliveira et al. 2016], using type difference we can generalize many record operators in the literature. There are two main primitive operations that can be defined with type difference. The expression \( e \setminus A \) means that the information of type \( A \) is dropped from the expression \( e \). The related expression \( e_1 \setminus e_2 \) means that the information in the minimal type of \( e_2 \) is dropped from \( e_1 \). With those two primitive forms of expressions, several operators can be defined as syntactic sugar. These operators include updates, biased merges, as well as renaming operators (for the particular case of records). We show that all the record operators proposed by Cardelli and Mitchell are encodable with type difference and a merge operator.

To illustrate the usefulness of type difference we create an intermediate polymorphic calculus, called \( F \), with a rich set operators on types. The key feature of \( F \) is a type-difference operation between two types. The semantics of the calculus is given by an elaboration (a type-directed translation) into a calculus with disjoint intersection types [Oliveira et al. 2016] with a symmetric merge operator. The elaboration is proved to be deterministic and type-safe. The elaboration also illustrates that, although type difference is convenient and enables encodings of many operators, all the uses of type difference are encodable in terms of merges and explicit type annotations.

An important point to provide the correct intuition for type difference in our work is that the interpretation of subtyping in calculi with the merge operator and disjoint intersection types is coercive [Luo 1999; Reynolds 1991], rather than set-theoretic. Assume that the set of values that inhabit type \( A \) is denoted by \( \llbracket A \rrbracket \). In semantic subtyping and the set-theoretic interpretation, subtyping is interpreted as set inclusion: \( A \) is a subtype of \( B \) means that \( \llbracket A \rrbracket \) is a subset of \( \llbracket B \rrbracket \). So it considers a subtype to be smaller than its supertype. Differently, in a coercive interpretation of subtyping, \( A \leq B \) implies the existence of a monomorphism from \( \llbracket A \rrbracket \) to \( \llbracket B \rrbracket \), and leads to an injective coercion function to convert values. From any value of a subtype, a value of its supertype can be obtained. Therefore, we consider a subtype larger than its supertype. For instance, in the set-theoretic interpretation for the top type, \( \llbracket \top \rrbracket \) is the set of all possible values. In contrast, in the coercive interpretation, \( \llbracket \top \rrbracket \) is the set with a single value. In other words, \( \top \) is interpreted as the unit type, instead of the type that can be assigned to all values. Since a value of the type \( A \setminus B \) can be obtained from any value of \( A \), we expect \( A \leq: A \setminus B \). In the coercive interpretation, the type \( A \setminus B \) contains less information than \( A \), justifying its interpretation as a form of difference.
We have implemented type difference and all the operators presented in this paper in the CP language. In CP type difference is useful for implementing a variety of operations on traits, which allow for conflict resolution when inheriting from multiple traits and for renaming components of traits. We also illustrate that in CP the generalized version of the operators works even when the expression being updated has a non-record type. In particular, the generalized operators are useful to update overloaded functions. All the calculi and proofs in this paper are mechanically formalized in the Coq theorem prover. In summary, our contributions are:

- **Type difference:** We formalize the idea of information difference on types in terms of subtyping and type disjointness. Type difference enables operators that erase portions of a value that overlap with some type. Type difference works in calculi that include a general merge operator [Dunfield 2014; Oliveira et al. 2016], and generalizes record restriction [Cardelli and Mitchell 1991].

- **Algorithmic type difference:** We study two concrete formulations of type difference for languages with intersection types. The simpler formulation is for the subtyping of Barendregt, Coppo, and Dezani-Ciancaglini (BCD), extended with bottom and record types. The second formulation considers a richer subtyping relation with disjoint polymorphism [Alpuim et al. 2017]. Our two algorithmic formulations of type difference are sound and complete with respect to our specification of type difference.

- **Encodings for a rich set of operators:** We show that with type difference we can define two primitive operations $e_1 \backslash A$ and $e_1 \backslash e_2$. These enable encoding a variety of generic operators that include updates, biased merges, as well as renaming operators (for the particular case of records). All of Cardelli and Mitchell’s record operators are encodable with our operators.

- **The $F_i$ calculus:** an intermediate calculus with disjoint polymorphism and a rich set of operators. The $F_i$ calculus is defined by a type-safe elaboration semantics into $F_i^+$ [Bi et al. 2019; Fan et al. 2022]. The elaboration shows that the set of operators in $F_i$ is essentially a sophisticated form of (type-directed) syntactic sugar via type difference in terms of the primitive merge operator in $F_i^+$.

- **Mechanical formalization and implementation:** We modified the CP language (https://plground.org) to implement all the features of the $F_i$ calculus and we use CP to illustrate applications of type difference and various operators in this paper (online demonstration at https://plground.org/typediff/cipher). The $F_i$ calculus, its elaboration to $F_i^+$, and all the properties for type difference described in this paper are formalized in Coq. The Coq development and the appendix of this paper are included in the companion artifact [Xu et al. 2022].

2 OVERVIEW

This section covers background on the merge operator, disjoint intersection types and CP. We motivate type difference using CP examples, discuss why our work is beyond the scope of existing approaches and describe our key ideas. Formal definitions are deferred to Sections 3 and 4.

2.1 Background

A general type difference makes sense in calculi with a generic merge operator [Dunfield 2014] that merges two arbitrary expressions together. Thus we first review calculi with such a merge operator, and the CP language which is designed on top of such calculi.

**Disjoint Intersection Types and the Merge Operator.** Intersection types were introduced in the seventies in Curry-style lambda calculi [Barendregt et al. 1983; Coppo and Dezani-Ciancaglini 1978; Coppo et al. 1981; Pottinger 1980]. By composing two types with the constructor $\&, an intersection type $A \& B$ specifies terms that have both type $A$ and $B$. Although the type is not parametric, it is polymorphic, providing a way to refine the characterization of terms. A corresponding term-level constructor merge $(,,$) was proposed by Reynolds [1988, 1997] for the language Forsythe, and later
refined by Dunfield [2014]. When two terms $e_1$ and $e_2$ of type $A_1$ and $A_2$ are merged, the whole term $e_1, e_2$ has an intersection type $A_1 \& A_2$. For example, a function of type $\text{Int} \& \text{Bool} \to \text{Bool} \& \text{Int}$ is:

$$\lambda x : \text{Int} \& \text{Bool}. (\text{not } x) \cdot (x + 1)$$

In such settings, the merge construct is similar to pairs, and intersection types play a role similar to product types. However, to extract a component from a pair, we need to use explicit projections, while with merge values components are implicitly extracted using types, such as in $(\text{not } x)$ above.

The convenience afforded by implicit extraction using types has its costs. The language designer has to resolve conflicts when two branches of a merge overlap. We follow the design of $\lambda$ which imposes a disjointness restriction on intersection types [Oliveira et al. 2016]. Two disjoint types have their least upper bound equivalent to the top type. This restriction prevents, for example, two different booleans, or functions of the same type but different implementations, to appear in one merge. Therefore merges always have deterministic behavior when guided by a type. For instance, here are one well-typed and one ill-typed expression.

✓ True ,, $(1, \text{not})$ Bool is disjoint to Int & (Bool $\to$ Bool)

✗ True ,, $(1, \text{False})$ Bool is not disjoint to Int & Bool

A merge operator with a disjointness restriction is an unbiased binary term constructor. It composes expressions to form a tree structure. All the leaves on the tree are in an equal position. They can be viewed as unordered and can be rearranged when needed. The basic elements in merges include single-field records and any term of primitive types. Here we have a nested merge with three elements. The nested merge is wrapped by an annotation, which triggers an upcast. The whole expression then evaluates to a value that fits the shape of the type annotation.

$$(\{l = 1\} ,, 2 + 3 ,, \text{not}) : \text{Int} \& \{l : \text{Int}\} \to^* 5 ,, \{l = 1\}$$

As we can see, types direct the runtime reduction of expressions. In the $F^+_i$ calculus [Bi et al. 2019; Fan et al. 2022], which we use in our work, merges of functions and merges of universally quantified abstractions can be applied to an argument or a type argument simultaneously.

$$(\text{not} ,, (\lambda x. x + 1 : \text{Int} \to \text{Int})) (1 ,, \text{False}) \to^* \text{True} ,, 2$$

If we replace the function of type Bool $\to$ Int, the whole expression will be rejected during typing because Bool $\to$ Int is not disjoint to Int $\to$ Int. For two function types to be disjoint, their return types must be hereditarily disjoint.

**Traits and the CP Language.** Disjoint intersection types with the merge operator serve as the theoretical foundation of Compositional Programming [Zhang et al. 2021]: a recently proposed programming paradigm. The language CP supports first-class traits [Bi and Oliveira 2018]. With traits as basic reusable units, CP programs can be very modular and extensible. For this paper we focus on basic uses of traits, but CP’s traits are useful to solve challenging modularity problems such as the Expression Problem [Wadler 1998]. For further details on CP and its applications, we refer the readers to the original paper by Zhang, Sun, and Oliveira.

Below is a simple trait `defaultCipher`, which defines two methods `encrypt` and `decrypt` that both take a `String` and return a `String`. It also contains a field that indicates its name. Here we use an identity function for both encryption and decryption.

```cpp
type Cipher = { encrypt: String $\to$ String; decrypt: String $\to$ String; name: String };
id = \Lambda A . (x : A) \to x;
defaultCipher = trait implements Cipher $\Rightarrow$ {
  encrypt = id @String;
  decrypt = id @String;
}
A trait is elaborated into a function that returns a record in CP’s core calculus $F_i$. For instance the trait above would be elaborated to a function of type $\text{Cipher} \rightarrow \text{Cipher}$. To model traits, CP uses the semantics of inheritance introduced by Cook and Palsberg [1989] where a class is seen as a function from a record of methods to a record of methods. The function argument denotes the self reference. The argument of the function resulting in the elaboration of a trait denotes the self-reference (i.e., this in conventional OOP languages). To create an object (typically via the use of new), we take the fixpoint of the function, fixing the self-reference. As these functions can be merged and act like one function, traits in CP are compositional. In the following example, we use , (the notation for merges in CP) to safely merge two traits defaultCipher and defaultHelp.

```java
defaultHelp = trait [self: Cipher] => {
  showHelp = "Encrypt using " ++ name;
  test (s: String) = "After encryption and decryption the text is " ++ decrypt (encrypt s);}
}
simpleCipher = defaultCipher , defaultHelp;
```

Note that in the defaultHelp trait the notation [self: Cipher] allows us to specify the name and the type of the self-reference, similarly to Scala’s self-type annotations [Scala Community 2022]. While the self-reference is always available in every trait, the self type annotation is optional. The self type annotation allows us to call the name, decrypt and encrypt methods, which are not implemented in the trait. Later, to instantiate the trait, we must compose it with another trait that implements the missing methods (such as defaultCipher). The unbiased merge (,) brings an extra safety check in compilation via its disjointness restriction, and leads to a static error when two traits being composed have conflicts. For instance, consider the following definitions:

```java
cesarCipher (shift: Int) = trait inherits defaultCipher implements Cipher => {
  override encrypt = ... ;
  override decrypt = ... ;
  override name = "Caesar Cipher with a shift of " ++ toString shift;
  showHelp = "Caesar Cipher is a substitution encryption technique";
  new (cesarCipher 3 , defaultHelp) -- type error!
}
```

The trait cesarCipher inherits the methods in defaultCipher. However, when trying to compose cesarCipher with defaultHelp we get a type error, since both traits have a showHelp method.

**Trait conflicts.** To resolve conflicts, one option is to remove the method showHelp from one of the traits in advance. One way to do this in CP is to add type annotations to cast traits. Like the following example demonstrates, we can choose what to keep from the two conflicting methods.

```java
dropL = new (cesarCipher 3 : Trait<Cipher>) , defaultHelp;
dropR = new cesarCipher 3 , (defaultHelp: Trait<Cipher=>(test: String=>String));
dropL.showHelp ++ ". " ++ dropR.showHelp -- "Encrypt using Caesar Cipher with a shift of 3.
```

Here dropL drops the showHelp from cesarCipher, while dropR drops showHelp from defaultHelp. However, removing methods in this way is quite cumbersome. For instance, in dropR a programmer has to explicitly annotate all the methods that should be preserved (the annotation (test: String=>String)). If there are several methods to be preserved this will lead to a lot of boilerplate and manual work. In essence the programmer is manually computing a type difference on types here. Therefore better mechanisms to deal with conflicts are desirable, which is where type difference will come in handy. Next we will show how type difference and other operators can enhance the flexibility of trait composition and reduce the burden of manual annotation for programmers.
2.2 Operations on Traits and Merges

The type difference operator that we propose subtracts one type from the other by removing all the common parts. It is denoted with $A \setminus B$. Take two record types for instance. Type difference does not affect the fields that only appear in the first type.

$$\{\text{count} : \text{Int}; \text{check} : \text{String} \rightarrow \text{Bool}\} \setminus \{\text{num} : \text{Int}; \text{check} : \text{String} \rightarrow \text{Bool}\} = \{\text{count} : \text{Int}\}$$

Our type difference deals with types other than records. In particular, it can deal with function types too. Even when they are nested in other constructs, functions can be partially subtracted.

$$\{\text{check} : \text{String} \rightarrow \text{Int} \& \text{Bool}\} \setminus \{\text{num} : \text{Int}; \text{check} : \text{String} \rightarrow \text{Bool}\} = \{\text{check} : \text{String} \rightarrow \text{Int}\}$$

Therefore, type difference can be applied to trait types (which are function types returning records in the core calculus) to remove some of their methods. We make use of type difference to automatically resolve conflicts, rename components, and manually restrict traits in CP, as we shall see next.

**Biased merges.** In the example in Section 2.1, we use Trait$<$Cipher$>$ to cast the trait $(\text{caesarCipher 3})$. This type is the subtraction result of the type of two traits: $(\text{caesarCipher 3})$ and defaultHelp. We can simplify the conflict resolution process by defining biased merge operators, which use type difference to calculate the type annotation before merging two terms. There are two variants: $+$, prioritizes the left part while $\dot{+}$ prioritizes the right part. The following code has the same effect as the previous example with no explicit type annotations written.

dropLAlt' = new $\text{caesarCipher 3 ,+ defaultHelp}$; dropRAlt' = new $\text{caesarCipher 3 +, defaultHelp}$;

The biased merge operators can be used with multiple inheritance as well. In the following example, we define a trait simpleCompression to compress and decompress data. The trait efficientCipher inherits the test method from simpleCipher, but its name field comes from caesarCipher. Besides, it inherits compress and decompress from the simpleCompression trait and makes use of them to refine the encrypt and decrypt methods it inherits from caesarCipher.

```java
type Compression = {compressRatio: \text{Int}; compress: \text{String} \rightarrow \text{String}; decompress: \text{String} \rightarrow \text{String}};

simpleCompression = trait implements Compression => { ... };

efficientCipher (shift: \text{Int}) = trait [self: Cipher&Compression] inherits simpleCipher ,+
    caesarCipher shift ,+ simpleCompression implements Cipher & Compression => {
    override encrypt (s: \text{String}) = super.encrypt (compress s);
    override decrypt (s: \text{String}) = decompress (super.decrypt s);};

(new efficientCipher 2).name --> "Caesar Cipher with a shift of 2"
```

**Renaming.** Now assume that we have another more advanced compression method, which deserves a name. We want to combine this trait with the previously defined trait efficientCipher. This time we choose to keep both of the conflicting fields (name) and rename them (as cipherName and compressionName). The rename operator is also encoded by type difference, as we will discuss later.

```java
advancedCompression = trait inherits simpleCompression => (name = "A Lossless Compression";...);

betterCipher = (efficientCipher 3) [ name <- cipherName ,+ advancedCompression [ name <-
    compressionName ]];

(new betterCipher).cipherName --> "Caesar Cipher with a shift of 3"
(new betterCipher).compressionName --> "A Lossless Compression"
```

**Restriction operator.** Another way to resolve conflicts is to use restriction on traits directly. We use type difference to define restriction operators on traits: $\triangledown l$ means the remainder of trait $t$ after removing method $l$ if it exists; $\triangledown A$ means the remainder of trait $t$ after removing every method in type $A$. Suppose that we get a SecretCipher from somewhere. We can use restriction on traits to add a compression feature, and cover the cipher’s name with a confidentiality note:
We first remove name where biased operators alone are limiting. When we need to remove methods from both The subtyping of CM note Then we add via a set-theoretic model. It supports intersection and union types with distributivity. Under the interpretation that types are sets of values inhabited in it, the subtyping relation is derived from variations to polymorphism [Castagna et al. 2015, 2014, 2016; Castagna and Xu 2011], defines subtyping via a set-theoretic model. It supports intersection and union types with distributivity. Under the interpretation that types are sets of values inhabited in it, the subtyping relation is derived from

2.3 Existing Work on Record Operations and Set Difference

Before introducing the technical details of our work, it is useful to review existing related notions.

Operations on records. Extensible records, or rows, provide a flexible and type-safe way to compose data dynamically. A record may contain multiple fields with distinct labels. Existing record calculi vary in the operations that they support [Harper and Pierce 1991a; Ohori 1995; Rémy 1990]. We are particularly interested in calculi that support subtyping. Therefore we use Cardelli and Mitchell [1991]’s (CM) proposal to demonstrate common operations in a record calculus with subtyping:

\[
\begin{align*}
\langle l_1 = \text{True}; l_2 = 1 \rangle & \implies^* \langle l_1 = \text{True}; l_2 = 1; l_3 = \text{not} \rangle \\
\langle l_1 = \text{True}; l_2 = 1 \rangle & \implies^* \langle l_1 = \text{True} \rangle \\
\langle l_1 = \text{True}; l_2 = 1 \rangle & \implies^* \langle l_1 = \text{True}; l_2 = 1; l_3 = 1 \rangle \\
\langle l_1 = \text{True}; l_2 = 1; l_3 = 1 \rangle & \implies^* \langle l_1 = \text{True}; l_2 = 1; l_3 = 2 \rangle \\
\langle l_1 = \text{True}; l_2 = 1; l_3 = 2 \rangle & \implies^* \langle l_1 = \text{True}; l_2 = 2 \rangle
\end{align*}
\]

- **Extension**: add a field of some label to a record, knowing that the record does not contain the same label.
- **Restriction**: remove a field from a record.
- **Extraction**: extract the field associated with the given label.
- **Renaming**: change the label name of a record field.
- **Overriding**: replace a field of the given label if it exists, otherwise extend the record.

The type system of CM reasons about both positive information and negative information, where positive information means the record labels are present in the type, and negative information means the record labels are absent in the type. A value of type \( \langle l_1 : \text{Int} \rangle \ \backslash \ l_2 \) must have a field of \( \text{Int} \) under name \( l_1 \), and can contain any fields except for \( l_2 \). The positive information is used in extraction to guarantee the existence of the wanted field. The negative information, expressed through the special type constructor \( \backslash \) similar to our type difference, guards the safety of every record extension. The subtyping of CM is complicated by the two kinds of information. Our type difference is a function on types. In \( A \ \backslash \ B \) the part of \( A \) that matches with \( B \) is canceled and the whole type can be converted into a form that does not contain the difference operator. So \{\( l_1 : \text{Int}; l_2 : \text{Int} \\} \ \backslash \ l_2 \) evaluates to \{\( l_1 : \text{Int} \). However, in CM’s record calculus, \( \langle l_1 : \text{Int}; l_2 : \text{Int} \rangle \ \backslash \ l_2 \) is equivalent to the empty type because it excludes and contains the same label \( l_2 \). Besides, not all negative information can be eliminated. For example, \( \langle \rangle \ \backslash \ l \) is the type of all records that lacks field \( l \), which cannot be expressed without the restriction operator. The operations in CM only work for records and take fields as the basic units. They cannot deal with some of our intended applications, like the examples in Section 2.2, where traits are not modelled as records, but as functions that return records.
the subset relation of values. For example, because \( A \& B \) stands for the set intersection of \( A \) and \( B \), we directly know that \( A \& B \) is a subtype of \( A \) (or \( B \)).

Type difference in semantic subtyping is an abbreviation for \( A \& \neg B \), defined via the type complement \( \neg B \). It can be applied to any form of types, but despite the syntactic similarity, this definition in semantic subtyping has a completely different meaning to our type difference. Roughly, we want an operation that inverts intersection, so that \( (A \& B) \setminus B \) gives us \( A \). But in semantic subtyping, \( (A \& B) \setminus (\neg B) \) is always equivalent to the empty type \( \perp \): no term of type \( A \& B \) satisfies \( \neg B \). We cannot use set difference to cancel a field in a type, which is a typical use case for record restriction. The next two examples compare the two forms of difference on two record types:

\[
\begin{align*}
\{l_1 : \text{Int}; l_2 : \text{Bool} \} \& \neg \{l_1 : \text{Int}\} &= \perp & \text{semantic subtyping} \\
\{l_1 : \text{Int}; l_2 : \text{Bool} \} \setminus \{l_1 : \text{Int}\} &= \{l_2 : \text{Bool}\} & \text{our calculus}
\end{align*}
\]

As discussed in Section 1, the semantics of subtyping in the set-theoretical model differs from ours. The intersection of any two inhabited types is inhabited in our work thanks to the merge operator. This matches up well with a coercive interpretation since the set of values in a subtype should be larger than the set of values in a supertype. For example, we can actually take any \text{Int} and \text{Bool} to compose a value of type \text{Int} \& \text{Bool}, like \( 1., \text{True} \). In other words, intersection types in our work should be interpreted as a form of product types, rather than as some form of set intersection. In semantic subtyping, with no term-level constructors for composition, an intersection such as \text{Int} \& \text{Bool}, becomes uninhabited, as expected from an intersection of disjoint sets. In calculi with a merge operator, from any value of a subtype, a value of its supertype can be obtained. For example, if we drop the boolean part in \( 1., \text{True} \), the resulting value has type \text{Int}.

Type-indexed rows. Shields and Meijer [2001] proposed type-indexed rows to index each field in a record by their types (which have to be distinct) instead of labels. \( \lambda^{TIR} \) does not have a restriction operator, but we can implement one using a function. Consider the examples in \( \lambda^{TIR} \) (on the left) and in our work (on the right):

\[
\text{let } f \ :orall \alpha \star (\text{Bool} \to \text{Bool}). (\alpha \& (\text{Bool} \to \text{Bool}) \to \alpha) \\
= \lambda(x_{\ldots}). x \\
\checkmark \ f ((1., \text{not}) \mapsto^* 1) \\
\times f 1 \\
\checkmark \ f (1., (\lambda(x_{\ldots}). x) : \text{Bool} \& \text{Int} \to \text{Bool})
\]

In \( \lambda^{TIR} \) we use \( f \) to remove the \text{Bool} \to \text{Bool} function from its input row. For better comparison, we write the expressions in a syntax that is close to ours. The quantification \( \alpha \star (\text{Bool} \to \text{Bool}) \) here means type \( \alpha \) is disjoint with \text{Bool} \to \text{Bool}. This function takes a record that has type \( \alpha \& (\text{Bool} \to \text{Bool}) \) and matches the pattern \( (x_{\ldots}) \). It then returns \( x \), which corresponds \( \alpha \), the first part of the argument type, and therefore drops the \text{Bool} \to \text{Bool} part, like \( e \setminus (\text{Bool} \to \text{Bool}) \) on the right. We use three cases to examine the function and our restriction operator. In the first one, a function not of \text{Bool} \to \text{Bool} is present, and can be successfully removed by \( f \). The last two expressions raise type errors as the function \( f \) requires the argument to contain a part exactly corresponding to the type to remove. In particular, \( \lambda^{TIR} \) does not match \( (\lambda(x_{\ldots}). x) : \text{Bool} \& \text{Int} \to \text{Bool} \) with \text{Bool} \to \text{Bool} because it does not support subtyping. For the same reason, the type of the remaining part of restriction may not be disjoint to \text{Bool} \to \text{Bool} according to our definition of disjointness, which breaks desirable properties.
2.4 Key Ideas

A specification for type difference. Let \( A \setminus B \) denote \( A \) minus \( B \). To reuse standard terminology from subtractions, we say that \( A \) is the minuend and \( B \) is the subtrahend of the subtraction or type difference. We want the function to satisfy the following three properties:

1. \( A \setminus B \) is a supertype of \( A \).
2. \( A \setminus B \) is compatible (disjoint) with \( B \), denoted by \((A \setminus B) \star B\).
3. \((A \setminus B) \& B\) is a subtype of \( A \).

Consider a typical case where \( e_1 \) has type \( A \), \( e_2 \) has type \( B \) and \( C \) is the difference of \( A \) and \( B \).

\[
(e_1 : C, e_2) : A
\]

Expressions of this kind typically arise during updates, such as those that we illustrated at the end of Section 2.1. The first property ensures that \( e_1 : C \) is valid, because \( e_1 \) is of type \( A \) and it is cast to a supertype \( C \). The second property guarantees that the merge is safe and compatible. The last property justifies the outermost annotation. We can imagine that \( A \) and \( B \) are two sets (here atomic types such as \( \text{Int} \) or \( \text{Bool} \) are the elements of the sets). Then the set difference of \( A \) and \( B \) is the set of elements that are in \( A \) (which corresponds to the first property), and are not in \( B \) (which corresponds to the second property). The set difference includes all elements that fulfill these two conditions, and it is the relative complement of \( B \) with respect to \( A \). This corresponds to the third property. Formally, we use \( A \setminus s B \equiv C \) to represent that \( C \) is the type difference of \( A \) and \( B \). The relational specification combines the three properties above:

**Definition 2.1 (Type difference specification).** \( A \setminus_s B \equiv C \equiv A \leq C \land B \star C \land B \& C \leq A \).

Note that we use \( \equiv \) in later text to mean the equivalence relation defined on subtyping, i.e., \( A \equiv B \) if and only if they are mutual subtypes. An important complication, which type difference has to deal with, is that different types can be related by subtyping. Therefore we cannot simply use equality of two types to decide whether or not to remove a type component from the minuend. Take \( \top \to \text{Bool} \) and \( \text{Bool} \to \text{Bool} \) as an example. The former is a subtype of the latter as it can accept any argument that the latter accepts (\( \top \) accepts all legal terms). From the point of view of sets, we can say that the subtype \( \top \to \text{Bool} \) includes supertype \( \text{Bool} \to \text{ Bool} \).

\[
(\text{Int} \& (\text{Bool} \to \text{Bool})) \setminus (\top \to \text{ Bool}) \equiv \text{Int}
\]

We can always use a subtype to remove a supertype component in the minuend. They cannot be disjoint unless the supertype is equivalent to \( \top \). So, only after \( \top \to \text{Bool} \) is removed, the result satisfies property (2).

**Partiality of type difference.** Having subtyping as a partial order also means that we cannot define a total subtraction operation that satisfies all three properties. What is the difference of \( \bot \) (the infinite intersection of all types) and \( \text{Int} \)? More generally, what should the remaining part be when we subtract a supertype from a subtype that cannot be further split? Take the previous two types for example, and consider the following (incorrect) results for type difference:

\[
(\top \to \text{Bool}) \setminus (\text{Bool} \to \text{Bool}) \equiv \top \to \text{Bool} \quad \text{violates property (2)}
\]

\[
(\top \to \text{Bool}) \setminus (\text{Bool} \to \text{Bool}) \equiv \top \quad \text{violates property (3)}
\]

According to property (1), the result is a supertype of \( \top \to \text{Bool} \). So the candidates are restricted to a function type, or a top-like type such as \( \top \), or an intersection of both. For instance we could try to pick a function type, such as \( \top \to \text{ Bool} \) itself, or \( \top \) for the result. But both types will violate at least one property, and other similar types would be equally problematic. We say that the two types above are not subtractable. Later, in the formal development, we will discuss how to determine whether two types are subtractable in detail.
On the other hand, given two subtractable types $A$ and $B$, these three properties already limit their type difference $A \setminus B$ to a class of equivalent types. That is to say, all the types that fulfill the properties are mutual subtypes. Property (1) allows $A \setminus B$ to be as large as $A$. But if the type contains too many elements, it breaks property (2) because it may contain type components present in $B$. On the contrary, if it has too few elements, it loses property (3).

**Encoding operations with type difference.** Instead of demanding users to annotate terms explicitly, type difference provides a more direct way to model various desirable operations. As we have shown in CP, it facilitates updating trait methods, renaming trait components and so on. Here, we demonstrate how these operations are encoded with the help of type difference.

A first class of operations is restriction operations, which we have seen on traits. For expressions in the core calculus, we use $e \setminus A$ and $e_1 \setminus e_2$ corresponding to $\setminus \setminus$ in CP. These operations can be applied to any terms, not only to records. Here are some simple examples.

1 \ Int = {} (\{} \text{stands for the top value, a merge of no element} \\
1 \ 2 = {} \text{To subtract a term is to subtract its type} \\
(1, \text{True}) \setminus \text{Int} = \text{True} \text{The part of merge that does not match the subtrahend type remains} \\
1 \setminus \text{Char} = 1 \text{If the subtrahend does not overlap with the minuend, it cancels no term} \\

Table 1 shows a summary and description of the operations that we support.

**Type difference for overloaded functions.** Besides traits, type difference of functions has other applications. For instance, we can use type difference to update implementations of an overloaded function. In the following example, inspired by Haskell’s `read` and an example due to Marntirosian et al. [2020], we use a biased merge to override the conflicting part of a function.

```haskell
readInt : String \rightarrow Int  readChar : String \rightarrow Char
readString : String \rightarrow String  myNewReadChar : String \rightarrow Char
let read : (String \rightarrow Int) & (String \rightarrow Char) & (String \rightarrow String)
    = readInt ,, readChar ,, readString
in newRead = read ,, myNewReadChar
```

In this example we have an overloaded `read` function that can parse a string as either an integer or a character or a string. To obtain a variant of `read` that uses a different function to read characters we can update the implementation of the corresponding type as shown in `newRead`.

**Algorithms for type difference, disjointness and subtyping.** We will present an algorithmic definition for type difference, which does not rely on disjointness and subtyping. As disjointness and subtyping...
can be encoded by type difference, we can derive disjointness and subtyping algorithms once we have algorithmic type difference. A formal specification of disjointness is:

**Definition 2.2 (Disjointness).** $A * B \equiv \forall C, \text{if } A \leq C \text{ and } B \leq C \text{ then } C \equiv \top$.

According to the specification of type difference, we can conclude $A * B$ from $A \setminus B \equiv A$. Via the specification of disjointness we know that the other direction also holds. Therefore we have:

$$A * B \leftrightarrow A \setminus B \equiv A$$

Similarly, we have that

$$A \leq B \leftrightarrow B \setminus A \equiv \top$$

The fact that we can derive subtyping from type difference is a natural consequence of its algebraic properties. Our specification of type difference satisfies the three axioms for being a subtraction algebra [Jun et al. 2004; Schein 1992], which is known to determine an order relation, guaranteeing a good correspondence between the type difference and subtyping. We have the order $\leq$ representing that the left side (subtype) contains more information than the right side (supertype).

$$\forall \alpha. (\Lambda(\alpha \times \text{Int}). \lambda x : \alpha. x \times 1) : \forall \alpha \times \text{Int}. \alpha \rightarrow \alpha \& \text{Int}$$

This is an expression that takes a type and a term. $\alpha \times \text{Int}$ enforces a restriction to the type argument, and ensures that the parameter $x$ of type $\alpha$ can be merged with 1. Our type difference not only can subtract a function from another, but can also handle universally quantified types and variables. Disjoint quantification also allows us to encode the type restriction in the CM calculus.

The example above is from CM's paper. Function $f$ expects a type parameter that is a subtype of $\langle l_1 : \text{Int} \rangle \setminus l_2$, and a value parameter of such type, i.e., it must contain a field of $l_1$ and lack a field of $l_2$. The function increments the integer value of $l_1$ and extends the input with a $l_2$ field. The remaining fields remain unchanged. Our implementation in the second line does the same thing.

### 3 DERIVING A TYPE DIFFERENCE

This section shows how to derive a type difference algorithm from the specification that was given in Section 2. We present a type difference algorithm for the subtyping relation of Barendregt et al. [1983] (BCD) extended with record types, and prove its soundness, completeness and decidability with respect to the specification. Importantly, note that while the subtyping relations presented in our work are extensions of BCD subtyping, our typing relation and semantics for the calculi in our work (presented in Section 4) are very different from those in Barendregt et al.’s work.
3.1 Syntax and Subtyping

Types

\[ A, B, C ::= \text{Int} \mid \bot \mid A \land B \mid A \rightarrow B \mid \{l : A\} \]

Ordinary types

\[ A^\circ, B^\circ, C^\circ ::= \text{Int} \mid \bot \mid A \rightarrow B^\circ \mid \{l : A^\circ\} \]

Types. BCD subtyping [Barendregt et al. 1983] is a widely used subtyping relation for intersection types. The most important feature of BCD-style subtyping is that it allows function types to distribute over intersection types, like in rule \( S\text{-distArr} \). We have all the types in the original BCD type system, extended with a bottom type and a record type. Ordinary types [Davies and Pfenning 2000], are types that do not contain top-level intersection types. However, in BCD subtyping, arrow types such as \( A \rightarrow B \land C \) may behave like intersection types due to distributivity. Following the approach by Huang et al. [2021], we restrict the notion of ordinary types to exclude such types.

Subtyping. The subtyping rules, presented in Figure 1, extend BCD subtyping [Barendregt et al. 1983] with rules for record types and the bottom type. Terms of an intersection type must satisfy both parts of the intersection as \( A \land B \) is the greatest lower bound of type \( A \) and \( B \). The key feature of BCD subtyping is that other type constructors distribute over intersections. For example, \( A \rightarrow B \land C \) is a subtype of \( (A \rightarrow B) \land (A \rightarrow C) \). \( \top \) is the supertype of all types, but there is a group of types equivalent to \( \top \), such as \( \top \land \top \) or \( A \rightarrow \top \).

Notation. Note that \( A \equiv B \) denotes the equivalence defined via subtyping (\( A \leq B \) and \( B \leq A \)) and \( = \) is used for syntactic identity, i.e., \( A = B \) means that \( A \) and \( B \) are exactly the same type. We need this notation because intersection types and distributivity introduce a lot of semantically equivalent types that are not syntactically equivalent such as Int, Int \& Int, Int \& Int \& Int... In particular, we use top-like types to describe types that are equivalent to \( \top \).

3.2 Deterministic Type Difference

The specification \( (A \setminus B \equiv C) \) in Definition 2.1 is neither algorithmic nor deterministic. It only restricts the result of type difference to a semantically equivalent class of types. Next we will give an intermediate definition in Fig 2, which is explained in detail over this section. This definition will be helpful to derive an algorithmic version of type difference. Unlike the specification of type difference, the new definition is deterministic: there can only be a unique type for such intermediate type difference. We prove that the definition is sound and complete to the specification.

Equivalence results for type difference. The type difference specification does not distinguish two semantically equivalent types, as it is defined by subtyping and disjointness, both of which are not sensitive to the syntactic form of types. The following lemma expresses this property:
We prove the coherence of the type difference specification using the covariance of disjointness. We can prove the correctness of the splitting and composition.

Take the type difference of the minuend and subtrahend matches the second. By composing the two results, we obtain the type difference of the original.

If the subtrahend type is neither disjoint with nor a subtype of the minuend. Suppose that we have an intersection of two functions: (Bool → Bool) & (Int → Int), and we want to remove the function on integers, which is (Bool → Bool) & (Int → Int) \ (Int → Int). In this case, the first two rules cannot apply. Only after the minuend is separated, (Bool → Bool) \ (Int → Int) matches the first rule and (Int → Int) \ (Int → Int) matches the second. By composing the two results, we obtain the type difference of the original minuend and subtrahend (Bool → Bool) & (Int → T), i.e., (Bool → Bool). From the specification, we can prove the correctness of the splitting and composition.

<table>
<thead>
<tr>
<th>TD-disjoint</th>
<th>TD-subtype</th>
<th>TD-BCD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A + B$</td>
<td>$B \leq A$</td>
<td>$A \setminus_d B = C$</td>
</tr>
<tr>
<td>$A \setminus_d B = A$</td>
<td>$A \setminus_d B = A^T$</td>
<td>$A_1 \setminus_d B = C_1$</td>
</tr>
<tr>
<td>$A_2 \setminus_d B = C_2$</td>
<td>$A \vdash C_1 \ns C_2$</td>
<td>$A \setminus_d B = C$</td>
</tr>
</tbody>
</table>

Fig. 2. Deterministic definition of type difference, considering different three cases.

**Lemma 3.1 (Type Difference Specification Safety).** If $A \setminus_s B \equiv C_0$ and $C_0 \equiv C_1$, then $A \setminus_s B \equiv C_1$.

**Lemma 3.2 (Covariance of Disjointness).** If $A * B$ and $B \leq C$, then $A * C$.

**Lemma 3.3 (Coherence of Type Difference).** If $A \setminus_s B \equiv C_1$ and $A \setminus_s B \equiv C_2$ then $C_1 \equiv C_2$.

**Two special cases for type difference.** We next show two special cases of how the specification behaves, to help us better understand the first two rules TD-disjoint and TD-subtype of deterministic type difference. Firstly, we have the case where $A * B$. Since the two types do not share any nontrivial supertypes other than $T$, we should remove no part from the minuend $A$.

**Lemma 3.4 (Disjoint Type Subtraction).** If $A * B$, then $A \setminus_s B \equiv A$.

The second case is when $B \leq A$. In this case any part of $A$ is a supertype of $B$. To find a result that is disjoint to $B$, we have to discard all the components of $A$.

**Lemma 3.5 (Subtype Subtraction).** If $B \leq A$, then $A \setminus_s B \equiv T$.

**Zero type.** While the first rule TD-disjoint directly follows Lemma 3.4, in the second rule we use a notion of zero type, defined at the right bottom of Figure 3. The zero type function helps the second rule TD-subtype to return the same result when it overlaps with the first rule. It computes a top-like type based on any given type. Notice that $T$ is not only the supertype of every type, but also disjoint to every type. For a minuend type $A$ equivalent to $T$, such as Int → T, $A \setminus B$ always matches both of the first two rules regardless of $B$. To make these two rules consistent, we choose to preserve the original structure of the minuend as much as possible. For the concrete example (Int → T) \ $B$, the result is Int → T rather than $T$, which is equal to (Int → T)$^T$. Generally, the zero type function maintains the structure of its input and erases all the meaningful components in positive positions by using the $T$ type instead. It does not change the input if it is already top-like.

**Lemma 3.6 (Completeness of Zero Type).** $A^T \equiv T$.

**Lemma 3.7 (Soundness of Zero Type).** If $A \equiv T$, then $A^T = A$.

The general case for type difference. In general, the subtrahend type is neither disjoint with nor a subtype of the minuend. Suppose that we have an intersection of two functions: (Bool → Bool) & (Int → Int), and we want to remove the function on integers, which is (Bool → Bool) & (Int → Int) \ (Int → Int). In this case, the first two rules cannot apply. Only after the minuend is separated, (Bool → Bool) \ (Int → Int) matches the first rule and (Int → Int) \ (Int → Int) matches the second. By composing the two results, we obtain the type difference of the original minuend and subtrahend (Bool → Bool) & (Int → T), i.e., (Bool → Bool). From the specification, we can prove the correctness of the splitting and composition.
### 3.3 Algorithmic Type Difference

Deterministic type difference depends on subtyping and disjointness. While having algorithmic formulations of disjointness and subtyping would enable us to obtain an algorithm for deterministic type difference, in this section we will show an algorithmic formulation of type difference which
$$A \setminus_a B = A \quad \text{(if } A \equiv \top)$$

$$B \setminus_a A = B \quad \text{(if } A \equiv \top)$$

$$A \setminus_a \bot = A^\top$$

$$\text{Int} \setminus_a (A \rightarrow B) = \text{Int}$$

$$\text{Int} \setminus_a \{l : A\} = \text{Int}$$

$$\{l : A\} \setminus_a (B \rightarrow C) = \{l : A\}$$

$$\{l : A\} \setminus_a \text{Int} = \{l : A\}$$

$$(A \rightarrow B) \setminus_a \text{Int} = A \rightarrow B$$

$$(A \rightarrow B) \setminus_a \{l : C\} = A \rightarrow B$$

$$\text{Int} \setminus_a \text{Int} = \tau$$

$$\{l_1 : A\} \setminus_a \{l_2 : B\} = \{l_1 : A\} \quad \text{(if } l_1 \neq l_2)$$

$$A_1 \rightarrow A_2 \setminus_a B_1 \rightarrow B_2 = A_1 \rightarrow (A_2 \setminus_a B_2) \quad \text{(if } A_2 \setminus_a B_2 = A_2 \text{ or } B_1 \setminus_a A_1 = B_1^\top)$$

$$\{l : A\} \setminus_a \{l : B\} = \{l : A \setminus_a B\}$$

$$A \setminus_a B = C \quad \text{(if } A_1 \not< A \not\supset A_2 \text{ and } A \not< (A_1 \setminus_a B) \not\supset C \not< (A_2 \setminus_a B))$$

$$A \setminus_a (B_1 \&_a B_2) = (A \setminus_a B_1) \setminus_a B_2 \quad \text{(if } A \setminus_a B_1 \text{ is defined)}$$

$$A \setminus_a (B_1 \&_a B_2) = (A \setminus_a B_2) \setminus_a B_1 \quad \text{(if } A \setminus_a B_2 \text{ is defined)}$$

Fig. 4. Algorithmic type difference.

does not depend on subtyping and disjointness. In turn, using this algorithmic formulation we can give an algorithm for subtyping and disjointness as well, since both of these relations are definable as special cases of type difference.

**Design.** The rules of algorithmic type difference, presented in Figure 4, can be divided into three categories, which follow the three cases in deterministic type difference. The first set of rules is for dealing with disjointness, such as $\text{Int} \setminus_a (A \rightarrow B) = \text{Int}$. The second set of rules is for dealing with subtyping, such as $\text{Int} \setminus_a \text{Int} = \tau$ and $\{l : A\} \setminus_a \{l : B\} = \{l : A \setminus_a B\}$. The last set of rules only contains the last three rules in Figure 4. They are used for dealing with mixed cases, where the subtrahend or minuend behave like intersection types.

**Disjointness.** Most of the rules in this category simply return the minuend if the rule operates on two disjoint types. How to judge type disjointness from the type difference is given by the following lemma. From it we directly obtain an algorithm for disjointness, that is calculating $A \setminus_a B$ to see whether it results in $A$ or not.

**Lemma 3.12 (Disjoint Type Difference).** $A \ast B$ if and only if $A \setminus_a B = A$.

For most rules such as $\text{Int} \setminus_a (A \rightarrow B) = \text{Int}$, we can directly find the disjointness relation from the structure of the two types. There are also rules which involve substructures of types, such as $(A_1 \rightarrow A_2) \setminus_a (B_1 \rightarrow B_2) = A_1 \rightarrow A_2$ (if $A_2 \setminus_a B_2 = A_2$). Besides, if a type is equivalent to $\top$, then it is disjoint to every type, which is the case of the first and the second rule in Figure 4. We give an algorithm for judging whether a type is top-like in the Appendix. We will also introduce an algorithm for judging a top-like type extended with polymorphism in Section 4.

**Subtyping Rules.** Most of the rules in this category simply return the zero type of the minuend if the rule finds a subtyping relation between two types. The correctness of this behaviour is ensured by the following lemmas.
Lemma 3.13 (Zero Type Difference). \( A^\top = C \) if and only if \( A \setminus_a A = C \).

Lemma 3.14 (Subtyping Type Difference). \( B \leq A \) if and only if \( A \setminus_a B = A^\top \).

For example, the rule \( \text{Int} \setminus_a \text{Int} = \top \) finds that \( \text{Int} \) is a subtype of \( \text{Int} \), thus we return the zero type of \( \text{Int} \), which is \( \top \). For two record types or two function types, there is no special rules for the case that the subtrahend is a subtype of the minuend. Such rules are subsumed by the two structural rules \( \{ l : A \} \setminus_a \{ l : B \} = \{ l : A \setminus_a B \} \) and \( A_1 \rightarrow A_2 \setminus_a B_1 \rightarrow B_2 = A_1 \rightarrow (A_2 \setminus_a B_2) \) (if \( B_1 \setminus_a A_1 = B_1^\top \)). Note that with the lemmas above, we can give an algorithm for \( B \leq A \) by checking \( A \setminus_a B = A^\top \).

Intersections. The last three rules in Figure 4 are used to deal with intersection or intersection-like types. The first rule is just the same as deterministic type difference. The rule \( A \setminus_a (B_1 \cup B_2) = (A \setminus_a B_1) \setminus_a B_2 \) says that if a type is subtracted by an intersection type, you can first subtract its left component then subtract its right component. The rule \( A \setminus_a (B_1 \cup B_2) = (A \setminus_a B_2) \setminus_a B_1 \) is the commutative version. We need these two rules because type difference is not total. Recall the totality counterexample in the Section 2. Similarly to the counterexample we have that \( (\text{Int} \rightarrow \text{Int}) \rightarrow \text{Int} \) is not subtractable by \( (\text{Int} \rightarrow \text{Int}) \). Next we consider a type difference \( A \setminus_a B \) when \( A = (\text{Int} \rightarrow \text{Int}) \rightarrow \text{Int} \) and \( B = (\text{Int} \rightarrow \text{Int}) \cup (\text{Int} \rightarrow \text{Int}) \rightarrow \text{Int} \). By the rule \( A \setminus_a (B_1 \cup B_2) = (A \setminus_a B_1) \setminus_a B_2 \) alone, we will first need the calculate \( (\text{Int} \rightarrow \text{Int}) \rightarrow \text{Int} \setminus_a (\text{Int} \rightarrow \text{Int}) \), which is not subtractable. But \( B \) is a subtype of \( A \), and according to rule \( \text{TD-SUBTYPE} \) we expect \( A \setminus_a B \) to be subtractable. Therefore, we need a commutative rule \( A \setminus_a (B_1 \cup B_2) = (A \setminus_a B_2) \setminus_a B_1 \) to get through such cases. Note that the 3 last cases overlap. We have proved that the first rule can always be applied first in an implementation without loss of expressive power. For the commutative rules we proved that their relative order does not matter: we can apply either one in any order.

3.4 Theorems

In this section we demonstrate some properties about type difference. We will prove the determinism of type difference, the equivalence between the three type differences (\( A \setminus_s B \equiv C \), \( A \setminus_d B = C \), \( A \setminus_a B = C \)) and the decidability of type difference.

Equivalence and Determinism. Using a lemma of deterministic type difference, we can prove the equivalence of the algorithmic type difference with a direct induction.

Lemma 3.15 (Type Difference Concatenation). If \( A_1 \setminus_d B_1 = A_2 \) and \( A_2 \setminus_d B_2 = A_3 \), then \( A_1 \setminus_d (B_1 \cup B_2) = A_3 \).

Lemma 3.16 (Type Difference Equivalence). \( A \setminus_a B = C \) if and only if \( A \setminus_a B = C \).

By the Lemmas 3.9 and 3.10 showing the determinism of splittable and mergeable types, we can directly show that deterministic type difference is indeed deterministic.

Theorem 3.17 (Determinism of Type Difference). If \( A \setminus_d B = C_1 \) and \( A \setminus_d B = C_2 \), then \( C_1 = C_2 \).

Completeness. Completeness means that deterministic type difference and algorithmic type difference satisfy the specification of type difference. Similarly to Lemmas 3.12 and 3.14, we can obtain the following two properties.

Lemma 3.18 (Completeness of Subtyping). If \( A \setminus_d B = C \), then \( A \leq C \).

Lemma 3.19 (Completeness of Disjointness). If \( A \setminus_d B = C \), then \( B \neq C \).

By direct induction we obtain:

Lemma 3.20 (Completeness of Reverse Subtyping). If \( A \setminus_d B = C \), then \( B \setminus C \leq A \).
Combining three properties above, we prove the completeness of type difference.

**Theorem 3.21 (Type Difference Completeness).** If \( A \setminus_d B = C \), then \( A \setminus_s B \equiv C \).

**Soundness.** Soundness means that if there exists a type \( C \) satisfying \( A \setminus_s B \equiv C \), then we can find a type \( C' \) that is equivalent to \( C \) and \( A \setminus_d B = C' \). We define a new notion called *subtractable* and use the decidability lemma of subtractable to prove the soundness.

**Definition 3.22 (Substring).** Substring \( A B \) if for all \( C^o \), if \( A \leq C^o \), then \( B \leq C^o \lor B \equiv C^o \).

An intuition for substring is that for every component of type \( A \) identified by \( C^o \), either \( B \) is a subtype of it or \( B \) is disjoint with it. Otherwise it is not substring, such as \( \text{Int} \to \text{Bool} \) and \( \text{Bool} \to \text{Bool} \). After substring is defined, we can prove the following lemmas directly by induction on \( A \) and \( B \):

**Lemma 3.23 (Soundness of Substring).** If substring \( A B \), then \( \exists C, A \setminus_d B = C \).

**Lemma 3.24 (Decidability of Substring).** Substring \( A B \) is decidable.

**Lemma 3.25 (Completeness of Substring).** If \( \exists C, A \setminus_s B \equiv C \), then Substring \( A B \).

With the completeness Theorem 3.21, all that remains is to show that deterministic type difference is sound with respect to the type difference specification, and the equivalence between the three formulations of type differences is established. Furthermore type difference is decidable.

**Theorem 3.26 (Type Difference Soundness).** \( A \setminus_s B \equiv C \) if and only if \( \exists C', A \setminus_d B = C' \land C \equiv C' \).

**Theorem 3.27 (Decidability of Type Difference).** Type difference is decidable.

## 4 A CALCULUS WITH DISJOINT QUANTIFICATION AND OPERATIONS ON MERGES

In this section we extend the previously defined type difference to disjoint polymorphism [Alpuim et al. 2017] and present it in a full calculus called \( F_i \). Disjoint polymorphism enables the calculus to support encodings of bounded quantification and row polymorphism [Xie et al. 2020]. In particular Xie et al. has shown that kernel \( F_c \) [Cardelli and Wegner 1985], which is the most widely used decidable calculus with bounded quantification, can be encoded in \( F_i \). \( F_i \) is proved to be type-safe via an elaboration into \( F^+ \) [Bi et al. 2019; Fan et al. 2022] (a calculus with disjoint polymorphism but without type difference) in Section 5.

### 4.1 Syntax and Well-Formedness

The syntax of \( F_i \) is:

**Types**

\[ A, B, C ::= \text{Int} \mid \text{T} \mid \bot \mid A \& B \mid A \rightarrow B \mid \{ I : A \} \mid \alpha \mid \forall \alpha \times A. B \]

**Ordinary types**

\[ A^o, B^o, C^o ::= \alpha \mid \text{Int} \mid T \mid \bot \mid A \rightarrow B^o \mid \{ I : A^o \} \mid \forall \alpha \times A. B^o \]

**Expressions**

\[ e ::= p \mid x \mid i \mid \{} \mid e : A \mid e_1 \times e_2 \mid \text{fix} x : A. e \mid \Lambda \alpha. e \mid \lambda x : A. e \mid \{ I = e \} \]

\[ \Lambda (\alpha \times A). e \mid \lambda x. e \mid e_1 e_2 \mid e A \mid e I \mid e \setminus A \mid e_1 \setminus e_2 \]

**Term contexts**

\[ \Gamma ::= \cdot \mid \Gamma, x : A \]

**Type contexts**

\[ \Delta ::= \cdot \mid \Delta, \alpha \times A \]

*Type and Expression Syntax.* Our syntax extends the syntax of the \( F^+ \) calculus [Fan et al. 2022] by the gray parts. A type variable \( \alpha \) is bound by disjoint quantification \( \forall \alpha \times A. B \), which can only be instantiated by types that are disjoint to \( A \). We add two new expression forms \( (e_1 \setminus A) \) and \( e_1 \setminus e_2 \) as a generalization of a record restriction operation, and allow more flexibility on annotating lambda abstractions and disjoint-quantified abstractions. The expression \( e \setminus A \) removes all components
Fig. 5. Declarative subtyping and disjointness. The remaining rules of subtyping directly extend Figure 1 with type contexts.

covered by the type A from expression e, while \( e_1 \setminus e_2 \) removes components from \( e_1 \) that conflict with \( e_2 \). It can be interpreted as \( e_1 \setminus A_2 \) assuming the minimal type of \( e_2 \) is \( A_2 \). These two expressions enable simple syntactic sugar for a wide range of operations on merges, as shown in Table 1. Finally, the most notable expression in calculi like \( F^+_1 \) is the merge operator \( e_1 \cap e_2 \), which enables merging two arbitrary expressions.

**Context and Well-Formedness.** We have two contexts. Type contexts \( \Delta \) track disjointness information of type variables. Term contexts \( \Gamma \) track the type information of term variables. Besides, three standard well-formedness relations \( \Delta \vdash A \), \( \Delta \) and \( \Delta \vdash \Gamma \) are defined in the Appendix.

**Notations and Specification.** As subtyping and type difference now depend on the type context, all the notation needs an update. We still use \( A \equiv B \) to denote that type \( A \) and \( B \) are syntactically equivalent. But here we use \( A \equiv \Delta B \) to denote type equivalence (which is \( \Delta \vdash A \leq B \) and \( \Delta \vdash B \leq A \)) under type context \( \Delta \). The specification of type difference is also updated.

**Definition 4.1 (Type difference specification).** \( A \setminus_3 B \equiv \Delta A \leq C \land \Delta \vdash B \land C \leq A \land \Delta \vdash B \equiv C \).

### 4.2 Subtyping and Disjointness

We now present the subtyping and disjointness relations, which are the same as \( F^+_1 \) [Fan et al. 2022].

**Subtyping.** The subtyping relation shown at the top of Figure 5 is the extension of Figure 1 with disjoint polymorphism. Here we only show the new rules. The remaining rules directly extend Figure 1 with type contexts. The rules DS-DISTALL and DS-TOPO ALL are natural extensions of BCD subtyping for universal types. The rule DS-TOPO VAR adds a new rule for universal quantifiers that are supertypes of \( \top \). The rule DS-FORALL is the subtyping relation between universal types. It is very
similar to the function subtyping rule S-arr, being covariant on the result type and contravariant in the argument type.

Disjointness. Disjointness is the same as in $F^+_i$, and it is shown at the bottom of Figure 5. Rule D-top shows that top-like types, which are types equivalent to top, are disjoint to every type. Rule D-var shows that a type variable is disjoint to the supertypes of its bound. Rule D-ax is for simple disjointness axioms for types of different shapes, with a full definition in the Appendix. For instance Int is disjoint to $A \to B$. Rule D-and shows that an intersection type is disjoint with another type when all of its components are disjoint with that type. Rule D-symm shows that all the disjointness rules are symmetric. The last three rules D-rcd, D-arr, and D-forall show that the disjointness of types of the same shapes is determined by the substructure of these types.

4.3 Algorithmic Top-Like and Bottom-Like Judgements

Top-like and bottom-like types. Top-like and bottom-like types are types that are equivalent to $\top$ and $\bot$, respectively. Here we only want to use algorithmic top-like types, while the bottom-like type definition serves as an auxiliary relation. We present an algorithmic definition for both relations in Figure 6. The most important addition in $F^+_i$’s subtyping is the rule TL-var for type variables, which allows a type variable to be top-like when its disjointness bound is a bottom-like type. For example, in $\forall \alpha * \bot. \alpha$, any type that instantiates $\alpha$ later must be disjoint to $\bot$. Therefore it must be disjoint to every type including itself. The correctness of the top-like judgment is given by:

**Lemma 4.2 (Correctness of Algorithmic Top-like Types).** $C \equiv \Delta \top$ if and only if $\Delta \vdash \top \leq C \land \Delta \vdash C \leq \top$.

4.4 Zero Type and Deterministic Type Difference with Polymorphism

The zero type function and deterministic type difference are defined in Figure 7. Most extensions related to polymorphism are natural extensions that simply add the type context. Deterministic type difference is essentially the same. The zero type function changes slightly. The only changes are on type variables because we have a new top-like type using rule TL-var. Similarly to Section 3, the zero type function needs to have the soundness of zero type property to keep the rule TDA-disjoint and rule TDA-subtype consistent. So we separate two cases for type variable $\alpha$. For $\alpha^\top$, $\alpha$ is returned when the variable $\alpha$ is top-like (i.e., the bound of the variable is bottom-like). Otherwise return the type $\top$ if the variable $\alpha$ is not top-like.

**Lemma 4.3 (Soundness of zero type).** If $A \equiv \Delta \top$, then $A^\top_\Delta = A$. 

Theorem 4.8 (Decidability of Subtyping). $A \vdash B =_\Delta C$ is decidable.

Theorem 4.7 (Type Difference Soundness). $A \vdash A \leq B 
\equiv \Delta C$ if $\exists C_0, A \vdash B =_\Delta C_0 \land C \equiv \Delta C_0$.

Theorem 4.6 (Type Difference Completeness). $A \vdash B =_\Delta C$ if $A \vdash A \leq B =_\Delta C$.

Theorem 4.5 (Type Difference Determinism). $A \vdash A \leq B \leq A$.

4.5 Algorithmic Type Difference and Theorems

Algorithmic Type Difference. Figure 8 shows selected rules for type difference, focusing on rules involving disjoint quantification. The rules assume that the type context and two types are all well-formed. We can still classify the rules into three categories: subtyping cases, disjoint cases and mixed cases. The correctness of such classification is ensured by Lemmas 3.12 to 3.14 extended by a type context. These extended lemmas also guarantee that we can still give an algorithm for subtyping by checking $A \vdash A \leq B =_\Delta A$, and an algorithm for disjointness by checking $A \vdash A \leq B =_\Delta A$.

Theorems. Most of the properties are preserved. Using the same techniques as in Section 3, we will reach the same main results below.

Lemma 4.4 (Type Difference Equivalence). $A \vdash A =_\Delta C$ if and only if $A \vdash A \leq B =_\Delta C$.

Theorem 4.5 (Type Difference Determinism). If $A \vdash A \leq B =_\Delta C_0$ and $A \vdash A \leq B =_\Delta C_1$, then $C_0 = C_1$.

Theorem 4.6 (Type Difference Completeness). If $A \vdash A \leq B =_\Delta C$, then $A \vdash A \leq B =_\Delta C$.

Theorem 4.7 (Type Difference Soundness). $A \vdash A \leq B \equiv \Delta C$ if $\exists C_0, A \vdash A \leq B =_\Delta C_0 \land C \equiv \Delta C_0$.

Theorem 4.8 (Decidability of Subtyping). $A \vdash A \leq B =_\Delta C$ is decidable.

Theorem 4.9 (Decidability of Type Difference). Type difference is decidable.
4.6 Typing

We show the bidirectional typing rules in Figure 9. The gray parts are for elaborating expressions to the target language, which we will explain in the next section. We keep most of the typing rules of $F^+_i$ except for six rules $\text{Ela-rabs}, \text{Ela-annotabs}, \text{Ela-diff}, \text{Ela-diffe}, \text{Ela-rcdinf}$, and $\text{Ela-proj}$. The other typing rules of $F^+_i$ are explained in the Section 5. Rule $\text{Ela-rabs}$ and rule $\text{Ela-annotabs}$ are the rules that help us inferring and checking the newly-added lambda and type abstractions. Rule $\text{Ela-rcdinf}$ offers a more convenient infer mode for records, which reduces the number of annotations with records. In $F^+_i$ there is only a checking rule for records. Rule $\text{Ela-diff}$ and rule $\text{Ela-diffe}$ are the rules that employ type difference. Rule $\text{Ela-diff}$ means removing the type $A$ component of an expression $e$, while rule $\text{Ela-diffe}$ means removing the conflicting type components of $e_i$ that appear in another expression $e_2$. Rule $\text{Ela-proj}$ is changed with a record projection operator $\triangleright_l$ shown in Figure 9 to support multirecord selection so that an arbitrary label $l_i$ can be retrieved from a record $\{l_1 = e_1, \ldots, l_n = e_n\}$. The latter is not directly supported by $F^+_i$.

5 THE TARGET LANGUAGE AND ELABORATION

This section shows the target language $F^-_i$ [Fan et al. 2022] and explains the elaboration of $F^-_i$.

5.1 Typing of $F^-_i$

If we remove the six changed rules $\text{Ela-rabs}, \text{Ela-annotabs}, \text{Ela-diff}, \text{Ela-diffe}, \text{Ela-proj}$, and $\text{Ela-rcdinf}$ of $F^-_i$ as well as the elaboration component, then we have the typing rules for $F^-_i$ needed to show the type-safety of the elaboration.

Bidirectional Typing. The typing of $F^-_i$ is bidirectional [Pierce and Turner 2000]. Under the inference mode $\Rightarrow$, the minimal type of the expression is computed. Under the checking mode $\Leftarrow$, we examine whether the expression is convertible to the given type. $F^-_i$ chooses to use a bidirectional type system because the disjoint merge is incompatible with a general subsumption rule [Huang et al. 2021; Oliveira et al. 2016]. For example, $\text{Int}$ is disjoint to $\text{Bool}$, thus we can merge terms like $1.0 \text{. True}$. But without a bidirectional type system returning the exact type, we may encounter a situation where $1.0 \text{. True}$ is merged with a boolean (since $\text{Int} \& \text{Bool} \leq \text{Int}$), causing ambiguity. The rule $\text{Ela-lit}$ states that the type of an integer $i$ is $\text{Int}$. The rule $\text{Ela-sub}$ is the standard subsumption rule. The rule $\text{Ela-anno}$ shows how to check whether the expression has a given type. The rule $\text{Ela-merge}$ allows expressions of disjoint types $A$ and $B$ to be merged safely. The remaining $F^-_i$ rules are standard bidirectional typing for lambda abstractions, applications, type abstractions, fixpoints, etc.

5.2 Elaboration to $F^-_i$

The elaboration generates an $F^-_i$ expression in the gray parts of Figure 9. Most of the rules generate an expression similar to the source expression. For instance, rule $\text{Ela-lit}$ just keeps the same integer $i$ from the premise. The rule $\text{Ela-anno}$ adds an annotation to the elaborated term $e'$ just as the term $e$ being typed. The rules $\text{Ela-rabs}, \text{Ela-annotabs}$, and $\text{Ela-rcdinf}$ add a type annotation so that the new terms can be expressed and typed in $F^-_i$. Only rules $\text{Ela-proj}, \text{Ela-diff}$, and $\text{Ela-diffe}$ change the structure.

Record Selection. The record projection operator $\triangleright_l$, shown at the bottom of Figure 9, is a function that will return $\top$ if it cannot retrieve any contents of label $l$, otherwise it will return a record that contains all the information. The elaboration of record projection adds an annotation $\{l : C\}$ in the elaboration so that multi-record selection can be interpreted by the target language. We also have the following lemmas to show the elaboration is safe and deterministic.

Lemma 5.1 (Determinism of Record Distribution). If $A \triangleright_l B$ and $A \triangleright_l C$ then $B = C$. 
Fig. 9. Bidirectional type system for $\Gamma_l^-$. Note that the syntax for modes is: $\leftrightarrow \equiv \Leftarrow \Rightarrow$. 
Lemma 5.2 (Safety of Record Distribution). If $\Delta \vdash \mathbf{A} : A$, $\vdash \Delta$ and $\mathbf{A} \triangleright \mathbf{B}$, then $\Delta \vdash A \leq B$.

Adding Type Difference. Adding type difference is straightforward, since we just have to cast the expression with the corresponding type computed by type difference. The safety of such casts is guaranteed by the equivalence with the type difference specification. We can get the following property from the specification. Thus casting to type $C$ is always safe.

Lemma 5.3 (Completeness of Subtyping). If $A \setminus_d B =_\Delta C$, then $\Delta \vdash A \leq C$.

### 5.3 Theorems

Since $F^+_i$ [Fan et al. 2022] is proven to be deterministic and type sound, we only need to show that the elaboration is deterministic and all elaborated terms are typeable in $F^+_i$. We first show that the elaboration is complete with respect to typing, that is:

**Theorem 5.4 (Completeness of Elaboration with respect to Typing).** $\exists e_1, \Delta ; \Gamma \vdash e \iff A \leadsto e_1$ iff $\Delta ; \Gamma \vdash e \iff A$, where the typing here is the elaboration without the elaborated term.

Then by the determinism of $A \triangleright \mathbf{B}$, we can prove the determinism of the elaboration.

**Theorem 5.5 (Determinism of Inference).** If $\Delta ; \Gamma \vdash e \Rightarrow A \leadsto e_1$ and $\Delta ; \Gamma \vdash e \Rightarrow B \leadsto e_2$, then $e_1 = e_2$ and $A = B$.

**Theorem 5.6 (Determinism of Checking).** If $\Delta ; \Gamma \vdash e \Leftarrow A \leadsto e_1$ and $\Delta ; \Gamma \vdash e \Leftarrow A \leadsto e_2$, then $e_1 = e_2$.

As for the typing results, since most of the elaboration rules keep the exact same terms and types, we only need non-trivial proofs for the six newly added cases. But the added cases use annotations to ensure that we get the desired type. So we have the following results, ensuring that the elaboration preserves the same type after translation.

**Theorem 5.7 (Type Preservation).** If $\Delta ; \Gamma \vdash e \Leftarrow A \leadsto e'$, then in $F^+_i ; \Delta ; \Gamma \vdash e' \Leftarrow A$.

Summing up, we get the soundness of the calculus, i.e., the calculus is type-safe and deterministic.

### 6 RELATED WORK

In Section 2 we have already discussed in detail most closely related work, including set difference in semantic subtyping [Frisch et al. 2008], type-indexed rows [Shields and Meijer 2001] and the work by Cardelli and Mitchell. Here we discuss other related work.

**Record Calculi.** Wand [1989] proposed a type system that requires constraints to signal whether a field is present or absent in every record type. His calculus uses a biased operator which always overrides the first record by the second when these two records have conflicts. Harper and Pierce [1991b] enforce a compatibility check on every record concatenation and include the extension and restriction operators. Their compatibility check $\#$ means that two records are safe to concatenate without conflicts, providing a symmetric, unbiased merge. Compatibility is similar to disjointness in $F^+_i$. However, both Wand and Harper and Pierce do not consider subtyping.

Designing a record concatenation operator in a calculus with subtyping is a difficult problem, as identified by Cardelli and Mitchell [1991]. Records may contain extra labels hidden by the subsumption rule, causing label conflicts to bypass the type system. Potier [2000], extending the work of Rémy [1995], uses a constraint-based subtyping system to resolve label conflicts. Its constraints require the presence or absence of certain labels, and supports asymmetric and symmetric concatenation. Cardelli and Mitchell’s work uses a subtyping system and negative quantification to resolve conflicts, which is described in detail in Section 2. Zwanenburg [1995]’s adds record concatenation

to a variant of System F<: and uses a compatibility check in the quantification. For example, his functions are of the form \( \lambda X \leq T \): \( X \# T.e \). His calculus includes intersection types and can be elaborated to System F with pairs and records. Ohori [1992]’s work first uses a notion of record kind, while Alves and Ramos [2021]’s work extends the record kind with negative information. In Alves and Ramos’ work, a record kind requires explicit statements of whether a field is present or absent in the type. For example, the kind \( \{ l_1 : \tau_1, \ldots, l_n : \tau_n \parallel l'_1, \ldots, l'_m \parallel \} \) denotes the set of types contain the fields before \( \parallel \) and do not contain the fields after \( \parallel \).

The commonality between these works is that they either use a biased operator in evaluation or use negative quantification like compatibility or label absence in the type system. Both methods are encodable in our system. The biased operator can be encoded by \((e_1 \setminus e_2), e_2\) while disjoint quantification is a negative form of quantification. As for record operators, most works include label extraction and record concatenation. Some of the works include label restriction, renaming and overriding. As we have shown in Section 2, all of these operations are encodable in our system.

**Disjoint Intersection Types.** Disjoint intersection types were proposed by Oliveira et al. [2016] in the \( \lambda I \) calculus to address the non-determinism and subject reduction problem in Dunfield [2014]’s work. Dunfield’s calculus is equipped with an unrestricted merge operator for intersection types, reducing merges in a non-deterministic process. Terms like \( e_1 \setminus e_2 \) can be reduced to either \( e_1 \) or \( e_2 \). \( \lambda I \) imposes a disjointness restriction on the merge operator: only terms with disjoint types can be merged. Therefore, reduction for the merge operator can be deterministic once the final type of the program is decided. There are several extensions to \( \lambda I \) [Alpuim et al. 2017; Bi et al. 2018, 2019] with relaxed restrictions, BCD subtyping and disjoint polymorphism. Our work is based on the recent calculus \( F^+_J \) [Bi et al. 2019; Fan et al. 2022], which is a calculus with disjoint polymorphism.

**Compositional Programming and Restriction Operators.** In OOP, mixin classes [Ancona et al. 2003; Bracha and Cook 1990; Duggan and Sourelis 1996; Flatt et al. 1998] and traits [Fisher and Reppy 2004; Schärli et al. 2003] are two composition mechanisms for code reuse and multiple inheritance. Name conflicts are a common problem. Usually, the mixin model allows overlapping fields and omits the one with lower priority, like the biased merge operator. In contrast, for two traits to compose, they must have no conflicts, like our unbiased merge operator. Conflicts have to be resolved before composition by renaming, restriction or other operators. But even in the mixin model, such explicit conflict-resolving operators are useful [Bracha 1992]. In Featherweight Jigsaw [Lagorio et al. 2009], as in \( F^+ \), both mechanisms are supported. Users can choose between the conflict-free merge and the conflict-auto-solving merge. We share the same interpretation of overriding with Ancona and Zucca [1998, 2002]: overriding = restriction + commutative merge. Both our work and their work consider operators including renaming, restriction, and overriding. While the merge in their work has similar semantics to ours, it is limited to mixins and it always has a mixin type. Moreover, we develop a general type difference operator that works for types other than records (or record-like things like objects/modules), and we recover the operators on records/traits from that.

Compositional Programming [Zhang et al. 2021] is a recently proposed modular programming paradigm based on first-class traits [Bi and Oliveira 2018], and implemented by the CP language. CP uses disjoint intersection types to naturally solve the Expression Problem [Wadler 1998] and offers modular pattern matching and dependency injection. In earlier versions of the CP language, only a weak (and ad-hoc) restriction operator was supported due to the lack of a theory of type difference. This operator enabled explicitly resolving conflicts on traits:

\[
t1 = \text{trait} \Rightarrow \{ f = 1; g = "a" \};
\]

\[
t3 = \text{trait [self: Top] inherits} t1 \ \\ \{ f: \text{Int} \} \ \& t2 \ \& \ (g: \text{String}) \Rightarrow \{
\text{override } f = \text{super.f} + (t1 \ ^\ ^\ ^\ ^\ self).f\};
\]

Since we can only remove a certain label using an exclusion operator \( \setminus \), this still required user-written annotations when dealing with merges and inheritance.

Similar approaches are also adopted in previously mentioned OOP designs except that they provide a more convenient way to override or rename methods to resolve conflicts. But all these works only discuss label manipulation, not dealing with function (and other forms of) type difference. In the CP language, such an ad-hoc restriction is especially problematic because it requires explicit type annotations, such as \( t : \text{Int} \) above. But with the new operators based on the type difference that we provide, we can now address the problem in CP with fewer annotations and also convenient operators such as biased merges, which were previously not available. As we have shown in Section 2.4, type difference is more generally applicable since it is not restricted to objects or records. This enables new applications, such as updating implementations of overloaded functions. Furthermore it plays well with our encoding of traits, which is based on functions that return records, rather than primitive objects or records.

**Semantic Subtyping.** As we have discussed in Section 2.3, semantic subtyping [Castagna and Frisch 2005; Frisch et al. 2008] adopts a set-theoretic view to define the subtraction of two types. Current systems with semantic subtyping support records and related operations with biased record concatenation [Benzaken et al. 2013; Castagna 2018]. A type-level merge operator is defined to calculate the type for concatenated or restricted records. Records have a deterministic runtime behavior, but their typing rule is quite unique. They are not typed by intersections but by label-indexed function types that may have a union type as its return type. Here we show the definition of the type-level operator as it also uses the type difference defined in semantic subtyping.

\[
(R_1 \setminus A R_2)(l) \equiv \begin{cases} R_1(l) & \text{if } R_1(l) \& A \leq \bot \\ (R_1(l) \setminus A) | R_2(l) & \text{otherwise} \end{cases}
\]

In the second case, \( R_1(l) \) subtracts \( A \) and adds \( R_2(l) \) back. In concatenation, \( A \) is a special constant that stands for an undefined field and \( R_1 \) is the rightmost record, which has the highest priority. So when \( R_1 \) is undefined on \( l \), the corresponding field type in \( R_2 \) will be returned. We can see here that union types play a similar role to intersection types in our system as we have very different interpretations. This operator is specific to records, unlike our type difference, which is generalized to cover other types.

7 CONCLUSION

In this paper, we present a theory of type difference, and design a \( F^- \) calculus carrying out such type difference via an elaboration to the \( F^+ \) calculus. We derive a general type difference that works for all types from a specification with three simple but essential requirements to a sound, complete, deterministic and algorithmic formulation, verified by the Coq proof assistant. Besides the theoretical aspects, type difference is expressive enough to encode all the record operators in record calculi with subtyping. These operators include concatenation, restriction, overriding and renaming. Type difference is also useful for languages with traits and compositional programming, since it can deal with inheritance and merge conflicts, avoiding heavy annotations that would be otherwise necessary. Future work includes studying even more expressive subtyping relations that include additional features, such as union types [Barbanera et al. 1995].
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