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Dependent types have been drawing a lot of attention in programming language designs. A key reason is that they allow unifying types and terms that are usually distinct syntactic levels in traditional language designs. Unified syntax brings some interesting advantages over separate syntax, including added expressiveness and less duplication of concepts. However, it is challenging to combine dependent types with common programming features, such as unrestricted general recursion and object-oriented programming (OOP) features including subtype polymorphism and abstract type members. To address these challenges, we propose three novel dependently typed calculi with both simplicity and expressiveness, namely Pure Iso-Type Systems (PITS), the $\lambda I^\leq$ calculus and the $\lambda I^\Sigma$ calculus.

PITS is a generic language framework that employs unified syntax, supports general recursion and preserves decidable type checking. It is comparable in simplicity to pure type systems (PTS), and is useful to serve as a foundation for functional languages that stand in-between traditional ML-like languages and full-spectrum dependently typed languages. The key to retain decidable type checking in the presence of general recursion is a generalization of iso-recursive types called iso-types. Iso-types replace the implicit conversion rule typically used in dependently typed calculi and make every computation explicit via cast operators. We study three variants of PITS that differ on the reduction strategy employed by the cast operators and prove type-safety and decidability of type checking for all variants.

The $\lambda I^\leq$ calculus is a variant of PITS with unified subtyping, a novel technique that unifies typing and subtyping and enables the combination of dependent types and subtyping. In $\lambda I^\leq$, there is only one judgment that is akin to a typed version of subtyping. Both the typing relation, as well as type well-formedness are just special cases of the unified subtyping relation. $\lambda I^\leq$ supports essential features for modeling OOP, such as high-order subtyping, bounded quantification and top types. It can fully subsume System $F^\leq$ and enjoys several standard and desirable properties, such as type-safety and transitivity of subtyping.

The $\lambda I^\Sigma$ calculus is a variant of $\lambda I^\leq$ with strong dependent sums. Strong sums are useful to model Scala-like traits with type members. $\lambda I^\Sigma$ adopts a novel treatment of strong sums called iso-strong sums. The destructors of iso-strong sums are typed using intermediate type-level applications instead of standard direct substitutions. The necessary type-level computation can be done by just call-by-value casts. $\lambda I^\Sigma$ supports impredicativity and enjoys the same desirable properties as $\lambda I^\leq$, including type-safety and transitivity. (421 words)
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1.1 Type Features of Static Type Systems

Type systems describe how types are assigned for terms in programming languages. Static type checking employs rules of type systems to verify types at compile-time. Static type systems help detect errors early before the program actually runs. For example, if the operator "/" performs integer division and one accidentally writes a division by two on the string, i.e. "3"/2, the compiler will detect a type mismatch that the operand "3" is not an integer. Such ill-typed term will be rejected by the compiler and prevented from crashing at run-time. From the perspective of engineering, static type systems can be beneficial for code refactoring and optimization by utilizing the extra typing information about programs. There is even a trend of adding static type systems to dynamically typed languages. For example, Python allows type annotations starting from Python 3.5 [van Rossum et al. 2014] and TypeScript [Microsoft Corporation 2016] brings an optional type system to JavaScript through gradual typing [Siek and Taha 2006].

Subtyping. Statically typed languages support various type features through their type systems. For example, object-oriented programming (OOP) languages, such as Java [Gosling et al. 1996] and Scala [Odersky et al. 2004], usually support subtype polymorphism of objects, which is a key feature of OOP. Such mechanism relies on the subtyping relation of type systems. In Scala, we can define classes that implement the same method but behave differently:

```scala
trait Shape {
  def area(): Double
}

class Square extends Shape {
  var width = 1.0
  def area() = width * width
}

class Circle extends Shape {
  var radius = 1.0
  def area() = Math.PI * radius * radius
}
```

Both Square and Circle classes are subtypes of Shape, meaning that we can pass Square or
Circle objects to the places expecting Shape objects. For example, we can define a generic function PrintArea that prints the area of a Shape object. We can pass a Square or Circle object to PrintArea and get different results:

```python
def PrintArea(s: Shape) = println(s.area())
PrintArea(new Square())  // 1.0
PrintArea(new Circle())  // 3.141592653589793
```

**Higher-kinded Polymorphism.** In contrast to the subtype polymorphism in OOP languages, type systems of functional programming languages, such as Haskell [Marlow et al. 2010] and ML [Milner et al. 1990], usually adopt other forms of polymorphism. For example, Haskell supports higher-kinded polymorphism, which is achieved by higher-kinded types that can take other types and construct a new type. One example are monads, a useful design pattern that can represent sequential computations [Wadler 1995]. Monads in Haskell are defined by a typeclass [Hall et al. 1994] (like an interface in Java) with two functions, bind (\(\gg=\)) and return:

```haskell
class Monad m where
  (\(\gg=\)) :: m a \rightarrow (a \rightarrow m b) \rightarrow m b
  return :: a \rightarrow m a
```

Monad is an example of a higher-kinded type, which has the following kind:

```
Monad :: (* \rightarrow *) \rightarrow Constraint
```

It takes a type constructor \(m\) of kind \(* \rightarrow *\) and returns a typeclass constraint. This enables abstraction over not only types but also type constructors, thus obtaining higher-kinded polymorphism. For example, many type constructors in Haskell can be categorized into monads and operated using the bind or return functions, such as list types and Maybe types (also known as option types). With higher-kinded polymorphism, it is possible to write a generic \(fmap\) function that performs operations for each element inside a monad:

```haskell
fmap :: Monad m \Rightarrow (a \rightarrow b) \rightarrow m a \rightarrow m b
fmap f x = x \(\gg=\) \lambda y \rightarrow return (f y)
```

The type constructor \(m\) can be a list or option type, which are both monads. For example, we can apply \(fmap\) \((+1)\) to a list or option to increase contained elements by one:

```
fmap (+1) [1, 2, 3] -- returns [2, 3, 4]
fmap (+1) (Just 2) -- returns (Just 3)
```

**Dependent Types.** Besides traditional OOP and functional languages, several new programming languages, notably Agda [Norell 2007a] and Idris [Brady 2013], are emerging and employ a different programming paradigm called dependently typed programming. Type systems in these languages support dependent types: types that can depend on terms. For example in Idris, we can define a vector, a special list whose type carries its length:

```haskell
data Vec : Nat \rightarrow Type where
  Nil : Vec 0
  (::) : Int \rightarrow Vec n \rightarrow Vec (1 + n)
```
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The vector type $\text{Vec}$ is a dependent type that depends on a natural number $\text{Nat}$, i.e., the length of the list. Dependent types involve type-level computation, i.e., evaluating terms in types. For example, consider an $\text{append}$ function that concatenates two vectors:

$$
\text{append} : \text{Vec} \ n \ \rightarrow \ \text{Vec} \ m \ \rightarrow \ \text{Vec} \ (n + m)
$$

$$
\text{append} \ \text{Nil} \ \ ys = ys
$$

$$
\text{append} \ (x :: xs) \ ys = x :: \text{append} \ xs \ ys
$$

The return type contains an addition expression $n + m$ which needs evaluation to get its value. For example, if we append $\langle 1, 2 \rangle$ of type $\text{Vec} 2$ with $\langle 3 \rangle$ of type $\text{Vec} 1$, the resulting list $\langle 1, 2, 3 \rangle$ will have type $\text{Vec} 3$. We need to further perform the computation $2 + 1 = 3$ to eliminate the addition form and obtain the final type $\text{Vec} 3$. In contrast, traditional languages rarely involve computations at the type level and usually have a strong distinction between terms and types.

Benefits of Dependent Types. Dependent types have been drawing a lot of attention in programming language design and research in recent years [Augustsson 1998; Altenkirch et al. 2010; Sjöberg et al. 2012; Stump et al. 2008; Weirich et al. 2013; Gundry et al. 2014; Sjöberg and Weirich 2015; Sjöberg 2015; Eisenberg 2016; Casinghino et al. 2014; Sjöberg and Weirich 2015; Sjöberg 2015; Eisenberg 2016; Casinghino 2014; Weirich et al. 2017]. A key reason why dependent types are interesting is that they naturally lead to a unification between types and terms, which enables both additional expressiveness and economy of concepts. Dependent type systems are more expressive because types can carry more information about terms. For example, by using vector types $\text{Vec}$, we can statically know the length of lists. In contrast, if using conventional list types, such as $\text{List}<\text{T}>$ in Java, we can only know their lengths at run-time through the $\text{size()}$ method. Thus, the dependent list type provides more refined type information (the exact list length) and is helpful to prevent more errors earlier at compile-time, such as out-of-bounds errors.

The other potential benefit of dependent types comes from the fact that as terms are allowed to occur in types, the strong separation between terms and types is no longer necessary. Once various different levels of syntax (such as terms and types) are unified, the redundancy of language constructs at the various levels can be avoided. For example, Java uses a special syntax for instantiating generics, e.g., $\text{List}<\text{T}>$, which is different from an ordinary method call such as $\text{Arrays.sort}(a)$. The type operator $\text{List}$ is essentially a type-level function and its instantiation can be seen as a function application. Thus, we may unify term and type levels in Java, we can instantiate generics just like calling methods, e.g., $\text{List}(\text{Object})$. This leads to an economy of concepts: with unified syntax, there can be just one form of functions for both type-level functions (generics) and term-level functions (methods). Moreover, traditional functional languages like Haskell [Marlow et al. 2010] and ML [Milner et al. 1990] that support higher-kindred types have even more levels in the stratified syntax, i.e., terms, types and kinds. Unifying syntactic levels in such languages can result in a significantly more compact metatheory, and can also lead to a reduction of necessary implementation effort.

Benefits of Combining Type Features. Modern programming languages tend to support multiple type features simultaneously. Combining type features enables the possibility of writing programs in different programming paradigms. For example, Scala supports both subtyping and higher-kindred types. Not only can we write Scala programs in the object-oriented style, but also in the functional style, e.g., defining a Monad trait in Scala as follows:
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trait Monad[M[_]] {
  def ret[A](a: A): M[A]
  def bind[A, B](m: M[A], f: A => M[B]): M[B]
}

The Monad trait follows the Monad typeclass definition in Haskell and can also quantify over type constructors, such as the Option[T] type in Scala.

Moreover, with different type features combined, the language becomes more expressive and enables more programming features. For example, combing subtyping and higher kinds enables higher-order subtyping in Scala, which allows subtyping relations between type constructors. We can define a non-empty list type Cons[T], which is a subtype of the general linked list type L[T]:

trait L[T] {
  def isEmpty: Boolean
  def head: T
  def tail: L[T]
}

class Cons[T](val head: T, val tail: L[T]) extends L[T] {
  def isEmpty = false
}

1.2 The Design Space of Dependently Typed Languages

Conventionally, dependent types are used as a logic to implement programming languages aiming at theorem proving, e.g., Twelf [Pfenning and Schürmann 1999] and Coq [The Coq development team 2016]. This is made possible by the Curry-Howard correspondence [Howard 1980] which connects the world of logics and the world of programming languages. The correspondence states that propositions in logic can be viewed as types and proofs can be viewed as program values. The expressiveness of dependent types makes languages like Twelf and Coq suitable as proof assistants. With dependent types, types can mention terms and correspondingly we can illustrate useful propositions containing terms. For example in Coq, we can write equality propositions to describe properties of additions such as \( a + b = b + a \) for commutativity and \( (a + b) + c = a + (b + c) \) for associativity.

To serve as proof assistants, languages like Twelf and Coq are also required to be consistent when viewed as logics. Logical consistency is critical to proof assistants, which guarantees that proofs will not go wrong, e.g., one can never derive a term of type \( \text{False} \) or prove an absurd result \( \text{True} = \text{False} \). Logical consistency is often ensured by strong normalization, a property that evaluating well-formed terms or types always terminates.

Apart from the common logical use, dependent types can also be beneficial to the area of traditional general-purpose programming. Dependently typed languages like Coq, Agda and Idris are designed to be both proof assistants and programming languages. However, the combination of dependent types and traditional programming features may cause problems. Traditional languages allow users to write recursive programs without restrictions. This is not the case in languages like Coq, Agda and Idris.

Otherwise, non-terminating recursive programs would break crucial properties of proofs assistants, such as strong normalization, logical consistency or decidable type checking, i.e. the type
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checking algorithm always terminates. At the type level, non-terminating recursive functions can show up in definitions of dependent types. Strong normalization no longer holds since evaluation of such types may not terminate. Type checking may also involve the evaluation of non-terminating types and becomes undecidable. At the term level, non-terminating programs can be used to prove arbitrary theorems. For example, we can build a fixpoint combinator \textit{fix} using a recursive definition:

\[
\text{fix} : (A \rightarrow A) \rightarrow A \\
\text{fix } f = f \ (\text{fix } f)
\]

With \textit{fix}, we can prove an absurd theorem \( \text{True} = \text{False} \), i.e., find a term with such type:

\[
\text{fix } id : (\text{True} = \text{False}) \\
\text{where } id = \lambda x : (\text{True} = \text{False}). x
\]

This leads to logical inconsistency since we can prove a wrong result \( \text{True} = \text{False} \).

**Termination and Positivity Checking.** Generally determining whether a recursive function terminates or not is essentially the halting problem, which is undecidable [Turing 1937]. Dependently typed languages usually take a conservative approach by limiting how recursive programs and types can be written, enforced by various checks including termination checking and positivity checking.

Termination checking requires recursive functions to have specific forms that are known to terminate. For example, Coq employs a restriction called primitive recursion [Bertot and Castran 2010; Chlipala 2013], which only allows recursive calls on syntactic sub-terms of the original arguments. Terminating total functions that are not primitive recursive cannot be directly written in Coq, e.g., the Ackermann function [Ackermann 1928; Bertot and Castran 2010]:

\[
\begin{align*}
\text{Ack}(0, n) &= n + 1 \\
\text{Ack}(m + 1, 0) &= \text{Ack}(m, 1) \\
\text{Ack}(m + 1, n + 1) &= \text{Ack}(m, \text{Ack}(m + 1, n))
\end{align*}
\]

Positivity checking forbids recursive datatypes that occur in negative positions since such datatypes allow users to write non-terminating functions. The following datatype definition is a simple example that violates the positivity checking of Coq [Bertot and Castran 2010]:

\[
\text{Inductive } T : \text{Set} := \text{MkT} : (T \rightarrow T) \rightarrow T.
\]

but can be defined in Haskell without any issue:

\[
\text{data } T = \text{MkT} \ (T \rightarrow T)
\]

**Issues of Termination and Positivity Checking.** The termination and positivity checkers make these dependently typed languages non-starters for traditional programming styles based on general recursion. Programmers need to struggle with these checkers to let programs compile. Termination checkers are usually not intelligent enough to detect terminating programs, such as the \textit{Ack} function. Another example is the implementation of merge sort in Coq. The following definition intuitively implements the algorithm of merge sort, which is terminating, but cannot pass the termination checker [Chlipala 2013]:

\[
\text{Inductive } T : \text{Set} := \text{MkT} : (T \rightarrow T) \rightarrow T.
\]

but can be defined in Haskell without any issue:

\[
\text{data } T = \text{MkT} \ (T \rightarrow T)
\]
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Fixpoint mergeSort (xs : list A) : list A :=
    if leb (length xs) 1 then xs
    else let xss := split xs in
        merge (mergeSort (fst xss)) (mergeSort (snd xss)).

In contrast, Haskell programmers can write a recursive merge sort function more freely without any restriction:

\[
\begin{align*}
\text{mergeSort } [] &= [] \\
\text{mergeSort } [x] &= [x] \\
\text{mergeSort } xs &= \text{let } (a, b) = \text{split } xs \\
&\quad \text{in } \text{merge (mergeSort } a) (\text{mergeSort } b)
\end{align*}
\]

Our Focus. The design space between traditional languages and full-spectrum dependently typed languages is very large. It would be interesting if there are language designs that employ dependent types and benefit from the added expressiveness and economy of concepts, but also enjoy the liberty of writing recursive functions and types without termination or positivity checking. Previously, researchers have explored such languages designs and proposed dependently typed calculi with general recursion, such as Cayenne [Augustsson 1998] and Zombie [Casinghino et al. 2014; Sjöberg and Weirich 2015]. They showed the feasibility of combining dependent types with general recursion for general-purpose programming.

This thesis mainly focuses on such design space. We explore designs of languages that employ dependent types, but aim at traditional programming instead of theorem proving. In such languages, general recursive programs and types can be freely written. Decidable type checking is a desirable property, while strong normalization or logical consistency are not guaranteed. The termination/positivity checking can be avoided, which makes these languages less restrictive in terms of writing recursive programs and thus more friendly to end users. However, dependent types do not come for free and several challenges may arise when combining dependent types with other programming features, as discussed later in the next section.

1.3 Motivations and Challenges

Our goal of this thesis is to explore how to combine dependent types with traditional programming features in simple yet expressive calculi that are friendly to formalization, implementation and extension. In this section, we discuss the motivations and challenges of combining dependent types with various features, including general recursion, subtyping and strong dependent sums.

1.3.1 Unified Syntax, General Recursion and Decidable Type Checking

Dependent types enable unifying types and terms. By employing unified syntax with dependent types, it is possible to design a calculus that is both simple and expressive. One existing example is the Pure Type Systems (PTS) [Barendregt 1991, 1992] that have only one syntactic level for both terms and types. PTS has a very concise presentation consisting of only 5 language constructs and 7 typing rules. It is also powerful to subsume a wide range of typed lambda calculi, including the calculus of constructions [Coquand and Huet 1988] containing dependent types.

Though PTS does not contain any explicit forms of recursion and is typically used as a framework to study logic systems, the approach of PTS-style unified syntax can be helpful
for traditional language designs. Unifying different syntactic levels removes the duplication of constructs and reduces the effort of formalization and implementation. Not surprisingly, researchers have in the past proposed several dependently typed languages with unified syntax and general recursion. These languages can both model the traditional programs with recursion and allow using dependent types to write expressive and type-safe programs that cannot usually be done in traditional languages. For example, Cayenne [Augustsson 1998] is a Haskell-like dependently typed language with unified syntax. Cayenne allows users to write a type-safe format printing function, i.e., `printf`, which has the following type:

```haskell
printf :: (fmt :: String) -> PrintfType fmt
```

The type of `printf` is a dependent type whose return type is determined by the `fmt` string. A type-level function `PrintfType` recursively computes the type of `printf` according to the provided `fmt`. Thanks to the unified syntax, it is defined just like any other recursive functions:

```haskell
PrintfType :: String -> *
PrintfType "" = String
PrintfType ('%':d':cs) = Int -> PrintfType cs
PrintfType ('%':s':cs) = String -> PrintfType cs
PrintfType ('%':_ :cs) = PrintfType cs
PrintfType (_ : cs ) = PrintfType cs
```

`PrintfType` ensures that `printf` only accepts arguments with correct types specified by the format string. For example, when `fmt` is "%d", we have

```haskell
printf "%d" :: Int -> String
```

which only accepts an integer and prevents malformed inputs. Note that the type-safe `printf` example only requires a few, finite steps of type-level computation. It can actually be simulated in Haskell with other existing type-level features such as typeclasses or Template Haskell [Sheard and Jones 2002]. Nonetheless, the simulation is not as convenient or intuitive as programming in Cayenne directly using dependent types.

**Challenges.** However, in dependently typed calculi with unified syntax, it is non-trivial to simultaneously integrate general (unrestricted) recursion and retain decidable type checking. For example, type checking of Cayenne is undecidable. The reason is that as dependent types involve type-level computation, the type checker may get stuck if trying to evaluate non-terminating terms that show up in types. For example, recall the fixpoint combinator in Section 1.2. If there exists a vector type with `fix` as follows:

```haskell
Vec (fix (\x : Nat. x + 1))
```

The type checker will get stuck when evaluating the parameter of `Vec`, which is a non-terminating operation that infinitely adds one to the result. Moreover, unified syntax removes the syntactic boundary between terms and types, allowing us to use the same `fix` combinator to directly construct a recursive type:

```haskell
fix id : *
where id = \x : *. x
```

The type `fix id` can be unfolded indefinitely, which may also block the type checker. For languages with stratified syntax, we can still make syntactic restrictions to prevent recursive terms (e.g. `fix`
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being directly used as types. But this is usually difficult for languages with unified syntax whose
terms can be freely lifted to the type level as types.

Besides Cayenne, there are several other dependently typed calculi supporting unified syntax
and general recursion, such as the calculus by Cardelli [1986b] and the ΠΣ calculus by Altenkirch
et al. [2010]. But both calculi fail to retain decidable type checking similarly to Cayenne. For
pragmatic reasons, some theorem provers with unified syntax, e.g., Idris and Agda, provide an
option to turn off the termination checker and allow general recursion, but the type checking
becomes undecidable. More recently, several studies have proposed dependently typed calculi
with unified syntax and also managed to preserve decidable type checking in the presence of
general recursion. Notable examples are the Zombie language from the Trellys Project [Sjöberg
et al. 2012; Casinghino et al. 2014; Sjöberg and Weirich 2015; Casinghino 2014; Sjöberg 2015] and
System DC from Dependent Haskell [Weirich et al. 2017]. However, these studies have more
ambitious goals and require more sophisticated mechanisms, such as logical subsystems and type
equality. The resulting calculi are significantly more complex when compared to systems based
on PTS.

1.3.2 Combining Dependent Types and Subtyping

Besides functional programming in Haskell and ML, object-oriented programming (OOP) is a
popular programming paradigm with “objects” at the core to encapsulate both data and programs.
Beyond the concept of objects, type systems for modern OOP languages are becoming more and
more complex. For example, Java was initially designed to be a relatively simple OOP language
that tried to address many issues of C++ caused by its complexity. The core features of (original)
Java can be formalized in a simple calculus called Featherweight Java (FJ) [Igarashi et al. 1999].
The syntax of classes in FJ is simple:

\[ L ::= \text{class } C \text{ extends } C' \{ C' ; K M \} \]

With the growth of the language, many new features were introduced into modern Java. One
notable feature is parametric polymorphism, also known as generics, which is introduced in Java
5. To model generics, the original FJ is extended to Featherweight GJ (FGJ) [Bracha et al. 1998].
The syntax of classes in FGJ becomes more complex (\(<\) is the abbreviation of extends):

\[ L ::= \text{class } C\langle X < N \rangle \langle N \{ T ; K M \} \]

Moreover, Java continues evolving with more features, such as lambda expressions in Java 8 and
local type inference in Java 10 [Goetz 2016], thus requires further extensions of core calculi to
formalize these features. Another example is Scala, which supports even more advanced features
such as higher-order polymorphism [Girard 1972; Moors et al. 2008], type members [Odersky et al.
2003] and path-dependent types [Odersky et al. 2004; Rompf and Amin 2016]. The extra complexity
of the type systems is reflected by the significant effort to develop the corresponding formal
theory. A notorious example of this is the development of the foundational metatheory for Scala,
which has been an ongoing effort that lasted for more than 10 years and recently culminated with
the Dependent Object Types (DOT) calculus [Amin et al. 2012a].

Like functional languages, OOP languages can also benefit from dependent types for both
added expressiveness and economy of concepts. Given that the complexity of type systems for
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OOP languages is so high, techniques for bringing down such complexity, while retaining or even increasing expressiveness are certainly welcome. The economy of concepts afforded by unified syntax typical of dependently typed languages can help here, since it can significantly reduce the number of language constructs and relations needed in a calculus. Unfortunately, there has been less work on dependently typed calculi for OOP. There are mainly two challenges when developing such calculi. One challenge we already mentioned is the interaction between general recursion and dependent types. This applies to programming languages in general, and is not limited to OOP languages.

The other challenge arises from the combination of subtyping and dependent types. OOP supports polymorphism based on the subtyping relation. However, subtyping is also a substantial difference to traditional calculi based on PTS which typically do not support such feature. The issue with subtyping is well summarized by Aspinall and Compagnoni [1996]:

One thing that makes the study of these systems difficult is that with dependent types, the typing and subtyping relations become intimately tangled, which means that tested techniques of examining subtyping in isolation no longer apply.

In essence the big difficulty is that the introduction of dependent types makes typing and subtyping depend on each other. This causes several difficulties in developing the metatheory for calculi that combine dependent types and subtyping. The metatheory becomes quite complex in some calculi [Aspinall and Compagnoni 1996; Castagna and Chen 2001], e.g., the transitivity of subtyping is entangled with strong normalization. Most previous attempts [Aspinall and Compagnoni 1996; Zwanenburg 1999; Castagna and Chen 2001; Chen 1997, 2003] try to address the problem by untangling typing and subtyping, so that the metatheory of subtyping can be developed before the metatheory of typing. One interesting exception is the Pure Subtype Systems (PSS) by Hutchins [2010] which completely eliminate types and only contain the subtyping relation. An unfortunate result of these attempts is that several desirable language features can no longer be supported. For example, several systems [Aspinall and Compagnoni 1996; Zwanenburg 1999] drop the support of top types, which are essential in OOP programs to model the universal base class, e.g. the Object type in Java. PSS does not support contravariance when subtyping functions, and its metatheory is complex and not fully developed yet. No previous calculi have managed to subsume System $F_{\leq}$ [Cardelli et al. 1994] which is a canonical calculus capturing the essential OOP features.

1.3.3 Combining Dependent Types and Strong Sums

OOP languages like Scala and Rust [The Rust Project Developers 2011] support traits [Schärli et al. 2003] which are types that contain a set of methods. Scala and Rust also allow type members (also called associated types) in traits, which are abstract types and useful to define generic datatypes in a more modular way. For example, we can define an abstract trait of integer sets using type members in Scala:

```scala
trait Set {
  type T
  def empty(): T
  def member(x: Int, s: T): Boolean
  def insert(x: Int, s: T): T
}
```
The type member \( T \) represents the abstract type of a set implementation and can be mentioned by methods. Alternatively, traits with type members can be formulated as traits with type parameters (i.e. generics):

```scala
trait Set[T] {
  def empty(): T
  def member(x: Int, s: T): Boolean
  def insert(x: Int, s: T): T
}
```

However, abstract types (i.e. \( T \)) need to be exposed out of traits with generics. When referring to \( \text{Set}[T] \), one needs to provide an actual \( T \) in advance to obtain a complete type. In contrast, if formulated as type members, abstract types can be hidden inside traits. Thus, traits carrying with type members can have higher cohesion thus better modularity.

To access abstract type members, one needs certain forms of dependent types. In Scala, this is done by a weaker form of dependency, called path dependency [Amin et al. 2012a], which only allows types to depend on “paths”, i.e., a chain of member access. For example, consider a generic function for testing if an element is in an abstract set:

```scala
def isMember (s: Set)(x: Int, t: s.T) = s.member(x, t)
```

The last parameter has the type \( s.T \), which depends on a term, the first parameter \( s \). The type \( s.T \) is called a path-dependent type [Amin et al. 2014]. DOT utilizes path dependent types to model the access of abstract type members. However, DOT contains many features, such as a rich notion of type bounds, aiming at modeling more features of Scala than only type members. It has a complex metatheory that requires several new proof techniques [Rompf and Amin 2016; Rapoport et al. 2017].

If we only focus on encoding type members, we can alternatively use strong dependent sums (or simply strong sums) in traditional dependently typed calculi. Dependent sums are generalized pairs whose second component can depend on the first. For example, we can encode the \( \text{Set} \) trait using a dependent sum type (i.e. \( \Sigma \)-type) with a record type:

\[
\text{Set} = \Sigma T : \star. \{ \\
  \text{empty} : T, \\
  \text{member} : \text{Int} \to T \to \text{Bool}, \\
  \text{insert} : \text{Int} \to T \to T
\}
\]

Strong sums allow us to use projections to access the components. Given a term \( s : \text{Set} \), the second projection \( s.2 \) extracts the record and \( (s.2).\text{member} \) further extracts the function from the record. Moreover, strong sums can be used to model some other modular structures, such as module systems of ML languages [MacQueen 1986; Milner et al. 1990].

However, combining strong sums in dependently typed calculi is also non-trivial. In traditional dependently typed calculi that are impredicative, such as the calculus of constructions [Coquand and Huet 1988], the introduction of strong sums leads to logical inconsistency [Coquand 1986; Hook and Howe 1986] and hence the loss of strong normalization. This makes it hard to preserve desirable properties, especially in dependently typed calculi with subtyping (e.g. \( \lambda P_{\leq} \) by Aspinall and Compagnoni [1996]), whose properties such as transitivity and subject reduction rely on strong normalization. Previous studies try to address this issue by dropping [Harper and Mitchell 1993]
or partially dropping [Stump 2017; Bowman et al. 2017] the impredicativity, but the expressiveness of these calculi is also reduced.

1.4 Our Proposals

To address the challenges posed by combining dependent types with traditional programming features, we propose three novel calculi, namely Pure Iso-Type Systems, the \( \lambda I \) calculus and the \( \lambda I_S \) calculus. In these calculi, we manage to combine dependent types with features such as general recursion, subtyping and strong sums by proposing several novel techniques, including iso-types, unified subtyping and iso-strong sums. We mainly focus on traditional programming scenarios that require few type-level computations, which fit well with our treatment of dependent types. The proposed calculi enjoy both expressiveness and simplicity. By employing the unified syntax of dependent types, the calculi are more concise and expressive than traditional non-dependent calculi. Several advanced features of traditional languages, such as higher-kindred polymorphism and higher-order subtyping, can be supported with minimal effort. The calculi are also simple enough to enable the full development of formal metatheory and the possibility of extensions. In the rest of this section, we briefly introduce our proposed calculi and techniques.

1.4.1 Pure Iso-Type Systems and Iso-Types

Pure Iso-Type Systems (PITS) are a family of calculi that employ unified syntax, support general recursion and preserve decidable type checking. PITS has a comparable level of simplicity to PTS, consisting of only 8 language constructs and no more than 9 typing rules. The key to retaining decidable type checking in the presence of general recursion is iso-types, a generalization of iso-recursive types [Crary et al. 1999; Pierce 2002]. Iso-types view not only folding and unfolding of recursive types but also any types that are (beta) convertible as isomorphic. Unlike PTS, there is no implicit type-level computation in PITS. Each type-level computation step is explicitly triggered by a term-level type-safe cast operator. Single-step computation is trivially terminating — it stops after one step, thus type checking is decidable even with non-terminating programs at the type level. Meanwhile, term-level programs using general recursion can be non-terminating as in traditional languages. There is no termination checking or positivity checking in PITS.

We emphasize that PITS does sacrifice some convenience when performing type-level computations in order to gain the ability of doing arbitrary general recursion at the term level. The goal of proposing PITS is to show the use of PTS-style unified syntax for benefiting language designs intended for traditional programming that only involves lightweight type-level computations, but not intended for full-spectrum dependently typed programming that requires intensive type-level computations. The design of PITS is suitable to serve as a foundation for languages in-between traditional ones (e.g. ML and Haskell) and full-spectrum dependently typed ones (e.g. Idris and Agda). To illustrate the feasibility of using PITS as such a foundation, we build a simple surface language called Fun. We show several advanced language features such as higher-kindred types can be encoded in PITS by examples written in Fun.

PITS also enjoys the flexibility of choosing different reduction relations for the explicit cast operators. We study three variants of PITS, namely the call-by-name PITS, the call-by-value PITS and the full PITS, which differ on the reduction strategy used by casts. The call-by-name/value PITS uses conventional call-by-name/value reduction rules for casts. This leads to a relatively
simple metatheory that has direct proofs of properties. In contrast, the full PITS uses the more expressive parallel reduction for casts, which can perform full beta-reduction. But the cost is the complex metatheory of full PITS that requires indirect proofs from an auxiliary system erasing all casts. For all variants, we prove important results of metatheory, including type-safety and decidability of type checking.

1.4.2 The $\lambda I_{\leq}$ Calculus and Unified Subtyping

The $\lambda I_{\leq}$ calculus is a dependently typed calculus with subtyping. To address the issues arising from the combination of dependent types and subtyping, $\lambda I_{\leq}$ employs a novel technique called unified subtyping, which unifies both typing and subtyping relations. The unified subtyping relation can be viewed as a typed version of the conventional subtyping relation.

In $\lambda I_{\leq}$, there is only one single form of judgment, i.e., the unified subtyping judgment. There is no separated typing or type well-formedness judgment, both of which are syntactic sugar of the unified subtyping judgment. The issue of mutual dependency between typing and subtyping, which is a major problem in other formalizations [Aspinall and Compagnoni 1996; Castagna and Chen 2001; Zwanenburg 1999] of calculi with dependent types and subtyping, does not exist in $\lambda I_{\leq}$, because the typing relation is essentially the (unified) subtyping relation itself. In contrast to previous work that struggles with untangling typing and subtyping, we propose a different approach that embraces such entanglement. Our approach is also fundamentally different from Hutchins’ PSS since $\lambda I_{\leq}$ still retains types.

Meanwhile, $\lambda I_{\leq}$ is a dependently typed calculus and can be viewed as a variant of PITS. It features the PTS-style unified syntax and employs the iso-type approach to address the issues of combining recursion and dependent types. Moreover, $\lambda I_{\leq}$ supports extra OOP features over PITS, including higher-order subtyping [Pierce and Steffen 1997], bounded quantification [Cardelli et al. 1994] and top types. It can fully subsume System $F_{\leq}$ and enjoys several standard and desirable properties, such as type-safety and transitivity of subtyping.

1.4.3 The $\lambda I_{\Sigma}$ Calculus and Iso-Strong Sums

The $\lambda I_{\Sigma}$ calculus is a dependently typed calculus with strong sums. It is a variant of $\lambda I_{\leq}$ and also based on the ideas of unified subtyping and iso-types. To address the challenges posed by combining dependent types and strong sums, we propose iso-strong sums whose strong destructors (e.g. the second projection) are typed using iso-types. In $\lambda I_{\Sigma}$, cast operators employ the call-by-value reduction, similarly to the one of call-by-value PITS. The typing results of the strong sum destructors are intermediate type-level applications instead of standard direct substitutions. With such change, all type-level computation for strong sums can be performed by just call-by-value casts. There is no need of using full casts from the full PITS, which bring extra complexity in the metatheory.

At the same time, iso-types and iso-strong sums in $\lambda I_{\leq}$ decouple properties from strong normalization. This makes it possible to support impredicative polymorphism in the presence of iso-strong sums and retain desirable properties. $\lambda I_{\Sigma}$ enjoys the same desirable properties as $\lambda I_{\leq}$, including type-safety and transitivity, both of which can be proved without requiring strong normalization. For demonstration purposes, we also build a lightweight surface language $\text{Sig}$ on top of $\lambda I_{\Sigma}$. We show how Scala-like type members and traits can be encoded by strong sums of $\lambda I_{\Sigma}$ via a type-sound elaboration semantics of $\text{Sig}$.
1.5 Contributions and Outline

Contributions. In summary, the main contributions of this thesis are:

- **Pure Iso-Type Systems**: A variant of PTS with general recursion, unified syntax and decidable type-checking. We prove type-safety and decidability of type checking for all three variants of PITS.

- **Iso-Types**: A generalization of iso-recursive types, which makes all type-level computation steps explicit via cast operators. The combination of casts and recursion subsumes iso-recursive types.

- **Reduction Strategies of PITS**: We study PITS with three reduction strategies: call-by-name PITS, call-by-value PITS and PITS with parallel reduction at the type-level. We show the trade-offs between the simplicity and expressiveness for different reduction strategies.

- **Unified subtyping**: A novel technique that unifies typing and subtyping into a single relation. This technique enables the development of expressive dependently typed calculi with subtyping.

- **The \( \lambda I \leq \) calculus**: A dependently typed calculus with subtyping that employs unified syntax, iso-types and unified subtyping. The calculus supports top types, higher-order polymorphism and bounded quantification and can fully subsume System \( F\leq \). We prove transitivity of subtyping and type-safety for this calculus.

- **Iso-Strong Sums**: A novel treatment of dependent sums whose strong destructors are typed as intermediate type-level applications. This makes it possible to use call-by-value casts for required type-level computations.

- **The \( \lambda I \Sigma \) calculus**: A dependently typed calculus with unified subtyping and iso-strong sums. This calculus supports impredicative polymorphism and retains desirable properties. We prove transitivity of subtyping and type-safety for this calculus.

Outline of Thesis. The thesis is divided into two parts. The first part presents an informal overview of iso-types by motivating examples (Chapter 3), and the formal theory of Pure Iso-Type Systems (Chapter 4). It is the foundation of the thesis and provides a substantial theory for iso-types. The second part further studies calculi with both iso-types and subtyping. It presents two new calculi, i.e., the \( \lambda I \leq \) calculus with unified subtyping (Chapter 5) and the \( \lambda I \Sigma \) calculus with iso-strong sums (Chapter 6). In summary, the remaining chapters of this thesis are organized as follows:

**Chapter 2** provides several background knowledge for this thesis.

**Chapter 3** gives an overview of iso-types. We discuss the motivation for the development of iso-types and informally introduce the basic mechanism of iso-types in PITS. We give examples written in the surface language Fun to illustrate the usefulness and expressiveness of PITS.

**Chapter 4** gives a formal presentation of Pure Iso-Type Systems (PITS), including three variants of PITS that differ on the reduction strategy used in explicit casts. We present the formal
syntax, operational semantics and typing judgments. We develop metatheory for all variants and prove both type-safety and decidability of type checking. We provide an extensive comparison of PITS to a closely related calculus called PTS\(_f\) [van Doorn et al. 2013].

**Chapter 5** presents the \(\lambda I_\leq\) calculus. We discuss the motivation of unified subtyping and present an example of object encodings using \(\lambda I_\leq\). We formally present the specification of \(\lambda I_\leq\). Two major results of the metatheory, namely transitivity of subtyping and type-safety are proved. We present a bidirectional version of \(\lambda I_\leq\) and show the subsumption of System \(F_\leq\) in \(\lambda I_\leq\). We discuss several alternative designs of \(\lambda I_\leq\).

**Chapter 6** presents the \(\lambda I_\Sigma\) calculus. We discuss the motivation of iso-strong sums and present an example of encoding Scala-like traits using \(\lambda I_\Sigma\). We present the formal specification of \(\lambda I_\Sigma\). We discuss its metatheory and prove major results including transitivity and type-safety. We also show Sig, a lightweight surface language over \(\lambda I_\Sigma\) with Scala-like traits for presenting the application of strong dependent sums. We show a type-directed translation from Fun to \(\lambda I_\Sigma\) and prove its soundness.

**Chapter 7** discusses the related work to PITS, \(\lambda I_\leq\) and \(\lambda I_\Sigma\).

**Chapter 8** concludes the thesis and discusses potential directions for future work.

**Mechanized Proofs and Prototype Implementation.** All proofs in the thesis are machine-checked in Coq theorem prover [The Coq development team 2016], except for the completeness of \(\lambda I_\Sigma\) over System \(F_\leq\) and the translation soundness of Sig which can be found in Appendix A. These proofs are manual due to the difficulties in mechanizing proofs between different type systems [Kaiser et al. 2017]. For lemmas that are proved manually, we add a pencil symbol “\(\dagger\)” in the title (e.g. Lemma 5.5.1). We also implement a prototype interpreter and compiler of Fun, a simple language which features algebraic datatypes and pattern matching by elaborating to PITS. The mechanized proofs and the Fun implementation are available online at https://bitbucket.org/ypyang/archive.

**Prior Publications.** The content of this thesis is partially based on previously published papers as follows:


  This paper is the basis of Chapter 3 and Chapter 4. The material of the paper is significantly revised and expanded in the thesis. The calculus from the paper is further generalized to a family of calculi with the PTS tradition called PITS. The study of call-by-value PITS and the completeness of full PITS to PTS are new in Chapter 4.


  This paper is the basis of Chapter 5. The study of the combination of unified subtyping and strong sums is new in Chapter 6.
In this chapter, we introduce several preliminaries on type theory which are basic concepts for better understanding the thesis, including pure type systems (Section 2.1), dependent sums (Section 2.2), iso-recursive types (Section 2.3), subtyping (Section 2.4) and path-dependent types (Section 2.5). Note that all topics introduced in this chapter are well-established and well-studied concepts of type theory. Readers who are familiar with these topics can quickly go through this chapter. For readers who may not be familiar with notations of type theories, we recommend the book *Types and Programming Languages* by Benjamin C. Pierce [2002] for a quick introduction.

### 2.1 Pure Type Systems

Pure Type Systems (PTS) [Barendregt 1991, 1992] are a generic framework to study a family of type systems, including the simply typed lambda calculus ($\lambda \to$), System $F$ [Reynolds 1974; Girard 1972] ($\lambda^2$) and the calculus of constructions ($\lambda C$) [Coquand and Huet 1988]. PTS unifies terms and types (also kinds) into a single syntactic category. Thanks to the unified syntax, PTS has a very concise presentation, which consists of only seven typing rules. Two of them are parameterized by the specification of PTS, i.e., the axioms for typing sorts, and the rules for typing Pi-types. By instantiating the specification, we can obtain a wide range of type systems, even logically inconsistent ones. The content of this section is heavily inspired by previous presentations of PTS by Barendregt [1992] and Severi and de Vries [2012].

#### 2.1.1 Basics of PTS

**Specification.** The specification of PTS is defined as follows [Severi and de Vries 2012]:

**Definition 2.1.1 (Specification of PTS).** PTS is specified by a triple $S = (S, A, R)$ where

1. $S$ is a set of constants called sorts;
2. $A \subseteq S \times S$ is a set of axioms;
3. $R \subseteq S \times S \times S$ is a set of rules.

We use the metavariable $s \in S$ to range over sorts. There is a special kind of PTS specification, called the functional or singly-sorted specification:

**Definition 2.1.2 (Functional Specification).** A PTS specification is functional if
Chapter 2. Background

1. If \((s_1, s_2)\) and \((s_1, s_2')\) are in \(A\), then \(s_2 = s_2'\).

2. If \((s_1, s_2, s_3)\) and \((s_1, s_2, s_3')\) are in \(R\), then \(s_3 = s_3'\).

The functional specification is useful to prove properties such as typing uniqueness and decidability of type checking for PITS, as discussed in Section 4.1.5.

Syntax. In PTS, terms and types are defined in the same syntactic category:

**Definition 2.1.3 (Syntax of PTS).** The syntax of PTS is defined by

\[
a, b, A, B ::= s \mid x \mid a \mid b \mid \lambda x : A . a \mid \Pi x : A . B
\]

\[
\Gamma ::= \emptyset \mid \Gamma, x : A
\]

where \(a, b, A, B\) denote the pseudo-terms and \(\Gamma\) denotes the pseudo-contexts.

The variables are denoted by \(x, y, z\), etc. Although there is no distinction between terms and types, by convention we still use lower-case meta-variables \(a, b, c\), etc. to denote terms and upper-case meta-variables \(A, B, C\), etc. to denote types. We use \(\text{FV}(a)\) for the set of free variables in \(a\). We use syntactic sugar \(A \rightarrow B\) to denote \(\Pi x : A . B\) when \(x \notin \text{FV}(B)\), i.e., \(x\) does not occur free in \(B\). Given \(\Gamma = \{x_1 : A_1, \ldots, x_n : A_n\}\), the domain of the context is defined by \(\text{dom}(\Gamma) = \{x_1, \ldots, x_n\}\).

Dynamic Semantics. The beta-reduction of PTS is defined as follows [Severi and de Vries 2012]:

**Definition 2.1.4 (One-step Beta-reduction).** Given the beta rule:

\[
(\lambda x : A . b) a \rightarrow_\beta b[x \mapsto a]
\]

The one-step beta-reduction \(\rightarrow_\beta\) is defined as the smallest relations on pseudo-terms that are closed under the beta rule \((\rightarrow_\beta)\) and under contexts.

where the notation \(b[x \mapsto a]\) denotes a capture-avoiding substitution that replaces all free occurrences of \(x\) in \(b\) with \(a\). The relation \(\rightarrow_\beta\) is inductively defined by applying the base case, i.e., the beta rule \((\rightarrow_\beta)\), for every sub-term of a pseudo-term. Thus, we also call \(\rightarrow_\beta\) full beta-reduction, since the beta rule can be applied at any position of a (pseudo) term. Based on \(\rightarrow_\beta\), we define the multi-step beta-reduction and beta-equivalence:

**Definition 2.1.5 (Multi-step Beta-reduction).** The multi-step beta-reduction \(\rightarrow_\beta\) is the reflexive-transitive closure of \(\rightarrow_\beta\).

**Definition 2.1.6 (Beta-equivalence).** The beta-equivalence \(=_\beta\) is the reflexive-symmetric-transitive closure of \(\rightarrow_\beta\), i.e., the smallest equivalence relation containing \(\rightarrow_\beta\).

Typing Rules. A PTS determined by the specification \(S = (S, A, R)\) has the notation \(\lambda S\) and is defined by the judgment \(\Gamma \vdash_S a : A\), or simply \(\Gamma \vdash a : A\). The notion of the judgment is defined by typing rules shown in Figure 2.1.

The axiom rule checks the type of sorts, which states that the type of sort \(s_1\) is sort \(s_2\) if the relation \((s_1, s_2)\) is in the axiom set \(A\). The start rule types the variable \(x\) according to the binding
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(axiom) \[ \emptyset \vdash s_1 : s_2 \quad \text{if } (s_1, s_2) \in A \]

(start) \[ \Gamma \vdash A : s \quad \Gamma, x : A \vdash x : A \quad \text{if } x \text{ fresh in } \Gamma \]

(weakening) \[ \Gamma \vdash A : s \quad \Gamma \vdash b : B \quad \Gamma, x : A \vdash b : B \quad \text{if } x \text{ fresh in } \Gamma \]

(product) \[ \Gamma \vdash A : s_1 \quad \Gamma, x : A \vdash B : s_2 \quad \Gamma \vdash (\Pi x : A. B) : s_3 \quad \text{if } (s_1, s_2, s_3) \in \mathcal{R} \]

(abstraction) \[ \Gamma, x : A \vdash b : B \quad \Gamma \vdash (\Pi x : A. B) : s_1 \quad \Gamma \vdash (\Pi x : A. B) : s \quad \Gamma \vdash \lambda x : A. b : (\Pi x : A. B) \]

(application) \[ \Gamma \vdash b : (\Pi x : A. B) \quad \Gamma \vdash a : A \quad \Gamma \vdash b \ a : B[x \mapsto a] \]

(conversion) \[ \Gamma \vdash a : A \quad \Gamma \vdash B : s \quad A =_{\beta} B \quad \Gamma \vdash a : B \]

Figure 2.1. Typing rules of PTS

\[ x : A \quad \text{from the context. The weakening rule states that a typing judgment } \Gamma \vdash b : B \text{ still holds if the context is expanded with a well-formed binding } x : A. \text{ Both start and weakening rules require that the new variable } x \text{ adding to the context } \Gamma \text{ should be fresh, i.e., } x \notin \text{dom} (\Gamma). \text{ The product rule checks Pi-types and allows the binder type } A, \text{ the body type } B \text{ and the Pi-type itself to have different sorts. The relation among these sorts, i.e., } (s_1, s_2, s_3) \text{, is defined by the rule set } \mathcal{R}. \text{ The abstraction and application rules type check lambda abstractions and function applications, respectively. Finally, the conversion rule allows converting types that are beta-equivalent.} \]

2.1.2 Examples of PTS

We show several concrete examples of PTS by instantiating different specifications.

**The Lambda Cube.** The lambda cube [Barendregt 1992] contains eight type systems of typed lambda calculi, as shown in Figure 2.2. The systems can be obtained by PTS specifications where

\[ \mathcal{S} = \{*, \square\} \quad \mathcal{A} = \{(*, \square)\} \]

By convention, we use the abbreviation \((s_1, s_2)\) for \((s_1, s_2, s_2) \in \mathcal{R}\). Ranging \(s_1\) and \(s_2\) over \{*, \square\}, there are four possible values of \((s_1, s_2)\), denoted by

\[ \mathcal{R}' = \{(*, *), (\square, *), (*, \square), (\square, \square)\} \]

Recalling the PTS typing rules for abstractions and products, each value represents a dependency pattern of functions:
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Figure 2.2. The lambda cube

<table>
<thead>
<tr>
<th>Rule</th>
<th>Dependency</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>(⋆, ⋄)</td>
<td>terms depending on types</td>
<td>dependent types</td>
</tr>
<tr>
<td>(⋄, ⋄)</td>
<td>types depending on types</td>
<td>type constructors</td>
</tr>
<tr>
<td>(⋆, ⋄)</td>
<td>terms depending on types</td>
<td>ordinary functions</td>
</tr>
<tr>
<td>(⋆, ⋄)</td>
<td>types depending on terms</td>
<td>polymorphic functions</td>
</tr>
</tbody>
</table>

Note that there are eight subsets of $\mathcal{R}'$ containing the basic rule (⋆, ⋄), i.e., $(⋆, ⋄) \in \mathcal{R} \subseteq \mathcal{R}'$, which give us the exactly eight calculi of the lambda cube. Among all eight calculi, we introduce four commonly used typed calculi:

- The simply typed lambda calculus ($\lambda \to$) is obtained by the PTS specification with the common $\mathcal{S}$ and $\mathcal{A}$ mentioned above, as well as $\mathcal{R} = \{(⋆, ⋄)\}$ which is the smallest subset of rules.

- The second-order lambda calculus ($\lambda 2$), also known as System $F$ [Reynolds 1974; Girard 1972], has the rule set $\mathcal{R} = \{(⋆, ⋄), (⋄, ⋄)\}$, and additionally allows polymorphic functions over $\lambda \to$.

- The higher-order polymorphic lambda calculus ($\lambda \omega$), also known as System $F_\omega$ [Girard 1972], has the rule set $\mathcal{R} = \{(⋆, ⋄), (⋄, ⋄), (⋄, ⋄), (⋆, ⋄)\}$, and further supports type constructors over System $F$.

- The calculus of constructions ($\lambda C$) [Coquand and Huet 1988] has the following rule set:

  $$\mathcal{R} = \{(⋆, ⋄), (⋄, ⋄), (⋄, ⋄), (⋆, ⋄)\}$$

  which is the largest subset of $\mathcal{R}'$, i.e., $\mathcal{R}'$ itself. $\lambda C$ further supports dependent types over System $F_\omega$, which allow types to depend on terms.

Strongly Normalizing PTS. We have introduced the lambda cube that includes eight systems that are specialized PTSs. One common property is that all eight calculi are strongly normalizing [Barendregt 1992]. The definition is as follows:

Definition 2.1.7 (Normalization).

1. A term $a$ is weakly normalizing if there exists a term $b$ in normal form such that $a \rightarrow_\beta b$. 
2. A term $a$ is strongly normalizing if all beta-reduction sequences starting from $a$ are finite.

**Definition 2.1.8** (Normalizing PTS). A PTS $\lambda S$ is strongly (weakly) normalizing if for all $\Gamma \vdash a : A$ we have that $a$ and $A$ are strongly (weakly) normalizing.

In general, if a type system is strongly normalizing, then it is consistent when viewed as a logic, i.e., it is logically consistent, meaning that there does not exist an absurd term of type $\text{False} = \Pi x : \ast . x$.

On the other side, we say that a system is inconsistent if all types are inhabited [Barendregt 1992; Girard 1972]. One can derive a term of $\text{False}$ type in an inconsistent system.

**Inconsistent PTS.** There are PTS specifications that can generate inconsistent systems. One well-known example is the $\lambda \ast$ calculus [Barendregt 1992], which has the following PTS specification:

$$ S = \{ \ast \} \quad A = \{ (\ast, \ast) \} \quad R = \{ (\ast, \ast) \} $$

There is only one axiom called the “type-in-type” axiom [Cardelli 1986b] that causes circularity in typing sort, i.e. $\ast : \ast$. The inconsistency of $\lambda \ast$ was first proved by Girard [1972]:

**Theorem 2.1.1** (Girard’s Paradox). The type $\text{False} = \Pi x : \ast . x$ is inhabited in $\lambda \ast$, i.e. $\emptyset \vdash a : \text{False}$ for some $a$.

The calculus is not normalizing, due to the following lemma [Barendregt 1992]:

**Lemma 2.1.1** (Absurd Has No Normal Form). Let $\lambda S$ be a PTS extending $\lambda \Theta$. Suppose $\emptyset \vdash a : \text{False}$. Then $a$ has no normal form.

By Girard’s theorem, we can find a term $a$ such that $\Gamma \vdash a : \text{False}$ in $\lambda \ast$. Such $a$ has no normal form and is not even weakly normalizing. Hence, the calculus is not weakly or strongly normalizing.

### 2.1.3 Metatheory of PTS

We state several important results of PTS. The properties hold for arbitrary PTS, unless otherwise stated. The following lemmas and theorems are from the work by Barendregt [1992] and proofs can be found in Barendregt’s work or other related literature [van Benthem Jutting 1993; Barendregt 1991].

**Lemma 2.1.2** (Substitution Lemma for PTS). If $\Gamma, x : A, \Gamma' \vdash b : B$ and $\Gamma \vdash a : A$, then $\Gamma, \Gamma'[x \mapsto a] \vdash b[x \mapsto a] : B[x \mapsto a]$.

**Lemma 2.1.3** (Weakening Lemma for PTS). Let $\Gamma$ and $\Gamma'$ be legal contexts such that $\Gamma \subseteq \Gamma'$. If $\Gamma \vdash a : A$, then $\Gamma' \vdash a : A$.

**Theorem 2.1.2** (Subject Reduction for PTS). If $\Gamma \vdash a : A$ and $a \rightarrow_\beta a'$, then $\Gamma \vdash a' : A$.

**Theorem 2.1.3** (Decidability of Type Checking for Normalizing PTS). If $S = (S, A, R)$ where $S$ is finite, let $\lambda S$ be a PTS that is (weakly or strongly) normalizing. Then given $\Gamma$ and $a$, it is decidable to check whether there exists an $A$ such that $\Gamma \vdash a : A$ or not.

**Lemma 2.1.4** (Uniqueness of Types for Functional PTS). Let $\lambda S$ be a PTS that is functional. If $\Gamma \vdash a : A$ and $\Gamma \vdash a : B$, then $A =_\beta B$.

Notice that the decidability of type checking (Theorem 2.1.3) requires a PTS to be weakly or strongly normalizing. And the uniqueness of types (Lemma 2.1.4) requires a PTS to be functional (i.e. has a functional specification, see Definition 2.1.2).
2.2 Dependent Sums

A pair type, denoted by \( A \times B \), is one of the simplest compound types. A pair of type \( A \times B \) consists of two components where the first component has type \( A \) and the second has type \( B \). In a dependent type theory, pair types can also be extended with type dependency, similarly to how dependent function types (i.e. Pi-types \( \Pi x : A. B \)) generalize non-dependent function types (i.e. arrow types \( A \to B \)). Such generalized pairs are called dependent sums where the type of the second component can depend on the first. Dependent sum types, denoted by \( \Sigma x : A. B \), are also called Sigma-types. The typing rule of dependent sums is as follows:

\[
\Gamma \vdash e_1 : A \quad \Gamma \vdash e_2 : B[x \mapsto e_1] \\
\Gamma \vdash \text{pack}[e_1, e_2] \text{ as } (\Sigma x : A. B) : (\Sigma x : A. B)
\]

where \text{pack} is the constructor of dependent sums. There are two forms of dependent sums, namely weak and strong sums. The two forms are distinguished by their destructors [Schmidt 1994].

2.2.1 Weak Sums

Weak sums are eliminated by weak pattern matching, i.e. the \text{unpack} operator, which is conducted within a particular scope and the pattern variables \( x \) and \( y \) cannot escape this scope. The typing rule for \text{unpack} is as follows:

\[
\Gamma \vdash e_1 : \Sigma x : A. B \quad \Gamma, x : A, y : B \vdash e_2 : C \\
\Gamma \vdash C : * \\
\Gamma \vdash \text{unpack} e_1 \text{ as } [x, y] \text{ in } e_2 : C
\]

Notice that both \( x \) and \( y \) cannot occur free in \( C \), since \( C \) is a well-formed type under the context \( \Gamma \) without \( x \) or \( y \). Weak sum types can also be encoded with Pi-types in a similar way to Church-encoding existential types in System \( F \) [Pierce 2002]:

\[
\Sigma x : A. B \triangleq \Pi z : *. (\Pi x : A. B \to z) \to z \\
\text{pack} [e_1, e_2] \text{ as } \Sigma x : A. B \triangleq \lambda z : *. \lambda f : (\Pi x : A. B \to z). f e_1 e_2 \\
\text{unpack} e \text{ as } [x, y] \text{ in } e' \triangleq e C (\lambda x : A. \lambda y : B. e') \quad x, y \notin \text{FV}(C)
\]

where \( z \) is fresh such that \( z \notin \text{FV}(\Pi x : A. B) \). Note that \( C \) is the type of \( e' \). \( A \) and \( B \) can be derived from the type of \( e \), i.e., \( \Sigma x : A. B \).

2.2.2 Strong Sums

Strong sums are eliminated by projections similarly to non-dependent pairs, which directly extract the first or second component without any scoping restriction. In particular, the type of the second projection can refer to the first. The standard typing rules for the first and second projection are as follows:

\[
\Gamma \vdash e : \Sigma x : A. B \\
\Gamma \vdash e.1 : A \\
\Gamma \vdash e.2 : B[x \mapsto e.1]
\]

Note that \( x \) does not show (as a free variable) in the typing result of the second projection \( e.2 \), since all occurrences of \( x \) are replaced by the first projection \( e.1 \).
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2.2.3 Comparison of Weak and Strong Sums

The projection operators of strong sums can be more expressive than the `unpack` operators of weak sums. For example, recall the encoding of abstract integer sets using dependent sums shown in Section 1.3.3. In Scala, we can write a generic function f on `Set`:

```scala
def f(s: Set) = s.member(3, s.insert(3, s.empty()))
```

This function is encodable by the `unpack` operator:

\[ f = \lambda s : \text{Set}. \text{unpack} s [T, s'] \text{ in } s'.\text{member} 3 (s'.\text{insert} 3 s'.\text{empty}) \]

It can also be encoded using projections:

\[ f = \lambda s : \text{Set}. (s.2)\text{.member} 3 ((s.2)\text{.insert} 3 (s.2).\text{empty}) \]

where the pattern variable s’ is replaced by a direct second projection s.2. However, consider another generic function g that simply returns an empty set:

```scala
def g(s: Set) = s.empty()
```

We cannot encode g using `unpack` as follows:

```scala
g = \lambda s : \text{Set}. \text{unpack} s [T, s'] \text{ in } s'.\text{empty} \quad -- \text{ill-typed}
```

because s’.empty has type T which violates the typing rule of `unpack`. The type of the sub-term in an `unpack` should not refer to pattern variables. In contrast, we can encode g with the second projection:

\[ g = \lambda s : \text{Set}. (s.2).\text{empty} \]

The type of g is \( \Pi(s : \text{Set}). (s.1) \) which is well-formed by using the first projection to represent the abstract type member.

Nonetheless, weak and strong sums both have their applications. Weak sums are useful for data abstraction [Mitchell and Plotkin 1988; Pierce 2002], while strong sums are suitable for representing modular structures [MacQueen 1986]. It usually takes less effort to support weak sums, since they are essentially polymorphic existential types which are encodable by Pi-types in traditional dependently typed systems, e.g., the calculus of constructions [Coquand and Huet 1988]. On the contrary, strong sums are beyond the expressiveness of the plain calculus of constructions and cannot be Church-encoded with Pi-types [Cardelli 1986b].

2.3 Iso-Recursive Types

Recursive types are types that can refer to themselves. For example in Haskell, an integer list type `IntList` is recursively defined:

```haskell
data IntList = Nil | Cons Int IntList
```

The definition indicates that an `IntList` can be either an empty list (`Nil`) or a concatenation of a single integer (`Int`) and another integer list (`IntList`). Similarly, `IntList` can be defined as a class in Java, which can be viewed as a recursive type:
class IntList {
    Integer value;
    IntList next;
}

In type theory, a recursive type is denoted by $\mu x : A. B$. The $\mu$-operator is an explicit recursion operator. The binder $x$ refers to the whole type itself, i.e., $x = \mu x : A. B$, and can show up in the body type $B$. The previous `IntList` example can also be written with $\mu$ as follows [Pierce 2002]:

$$\text{IntList} = \mu x : \ast. \{ \text{Nil} : \text{Unit}, \text{Cons} : \text{Int} \times x \}$$

The binder $x$ refers to `IntList` itself, which is a type, i.e., has kind $\ast$. The body is a record type (i.e. a named pair) consisting of two components `Nil` and `Cons`. The empty list case `Nil` is a singleton of `Unit` type. The concatenation case `Cons` is a pair consisting of a number and another list whose type is $x$, equivalently `IntList`.

### 2.3.1 Iso-Recursive versus Equi-Recursive Types

Recursive types can represent infinite structures by constantly expanding the body. Given $\mu x : A. B$, one can expand the body type $B$ by unfolding, an operation that replaces all occurrences of $x$ in $B$ by the whole $\mu$-term itself:

$$\mu x : A. B \rightarrow B[x \mapsto \mu x : A. B]$$

Such expansion/unfolding operation of recursive types can be performed either implicitly or explicitly. Accordingly, there are two ways of formalizing recursive types in the literature, namely the equi-recursive and iso-recursive approach [Crary et al. 1999]. Recursive types using such two approaches are called equi-recursive and iso-recursive types.

**Equi-Recursive Types.** In the equi-recursive approach, the recursive type and its unfolded type are definitionally equal, i.e., both types can be used interchangeably in any context. Thus, we have the following equivalence relation:

$$\mu x : A. B = B[x \mapsto \mu x : A. B]$$

The benefit is that the equi-recursive treatment naturally allows type expressions to be infinite as the unfolding operation happens automatically. However, it is difficult to type-check equi-recursive types, since the type-checking algorithm usually does not work directly with infinite types [Pierce 2002].

**Iso-Recursive Types.** Another approach, the iso-recursive approach, treats a recursive type and its unfolding as different types, but isomorphic ones. One cannot replace a recursive type with its unfolded form or vice versa. Instead, the unfolding or folding (the opposite of unfolding) operation is triggered explicitly by two operators, unfold and fold, respectively. For example, assuming that there exist expressions $e_1$ and $e_2$ such that $e_1 : \mu x : A. B$ and $e_2 : B[x \mapsto \mu x : \ast]$
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A. B], we have the following typing results:

\[
\begin{align*}
\text{unfold } e_1 &: B[x \mapsto \mu x : A. B] \\
\text{fold } [\mu x : A. B] e_2 &: \mu x : A. B
\end{align*}
\]

where fold and unfold map back and forth between the original and unfolded form. Formally, we have the following standard typing rules of iso-recursive types [Pierce 2002]:

\[
\begin{align*}
\Gamma \vdash e_1 &: (\mu x : A. B) \\
\Gamma \vdash \text{unfold } e_1 &: B[x \mapsto \mu x : A. B] \\
\Gamma \vdash e_2 &: B[x \mapsto \mu x : A. B] \\
\Gamma \vdash \text{fold } [\mu x : A. B] e_2 &: (\mu x : A. B)
\end{align*}
\]

The isomorphism between types of \( e_1 \) and \( e_2 \) is witnessed by fold and unfold:

\[
\begin{align*}
\mu x : A. B \xrightarrow{\text{unfold}} B[x \mapsto \mu x : A. B] \xrightarrow{\text{fold}} \mu x : A. B
\end{align*}
\]

The iso-recursive treatment makes it somewhat less convenient and intuitive to use recursive types, since one needs to explicitly add unfold and fold instructions whenever conversions of recursive types are involved. On the other hand, type-checking iso-recursive types is much easier than equi-recursive ones since the typing rules of unfold and fold are syntax-directed.

2.3.2 Iso-Recursive Types in Haskell

For practicality reasons, many programming languages implement recursive types using the iso-recursive approach instead of the equi-recursive approach. For example, algebraic datatypes in Haskell [Marlow et al. 2010] and ML [Milner et al. 1990] implicitly use iso-recursive types for recursively defined structures, such as the previous IntList example. Similarly, Java implicitly introduces a recursive type for the class definition and the method call of objects involves an implicit unfold operation [Pierce 2002].

In Haskell, one cannot directly define a recursive type using the type synonym:

\[
\text{type Bad} = \text{Int} \rightarrow \text{Bad}
\]

The type synonym treats the types at two sides of \( = \) as equal, similarly to the equi-recursive approach, which is however not supported in Haskell. Instead, one needs to use newtype (or data) to wrap the unfolded form (i.e. the right-hand side type) inside a constructor:

\[
\text{newtype Good} = \text{MkGood} (\text{Int} \rightarrow \text{Good})
\]

It is also possible to use newtype to define a generic fixpoint combinator for types:

\[
\text{newtype Fix } f = \text{Fold } \{ \text{unfold :: } f (\text{Fix } f) \}
\]

The type \( \text{Fix} \) is a type-level fixpoint using the iso-recursive approach. Its constructor \( \text{Fold} \) forms a recursive type from function \( f \) and destructor \( \text{unfold} \) forces the computation to obtain the unfolded form \( f (\text{Fix } f) \). Such combinator can be used to model the recursion in datatypes and define them in a modular fashion, as illustrated in the Data Types à la Carte paper by Swierstra [2008].


### 2.4 Subtyping

Subtyping plays an important role in object-oriented programming (OOP) languages such as Java to model polymorphism. Subtyping is a relation between two types, denoted by $A \leq B$, where $A$ is called a subtype of $B$, and $B$ is called a supertype of $A$. The relation means that whenever the context requires a term of type $B$, it can accept a term of type $A$. For example, in many languages such as C/C++, the integer type can be considered as a subtype of a floating-point number type, i.e., `int \leq float`. Whenever one needs a `float`, an `int` can be used, but not vice versa. Such interpretation of subtyping is often called the principle of safe substitution [Pierce 2002]. To connect typing with the subtyping relation, we need a new typing rule called the subsumption rule:

$$
\frac{\Gamma \vdash e : A \quad A \leq B}{\Gamma \vdash e : B}
$$

This rule indicates that any term of type $A$ is also a term of type $B$, which complies with the interpretation of subtyping.

#### 2.4.1 Important Subtyping Rules

We introduce several important subtyping rules that can be found in many languages.

**Reflexivity and Transitivity.** First, the subtyping relation should satisfy two basic properties: reflexivity and transitivity, i.e., subtyping should be a reflexive relation by the following rule:

$$A \leq A$$

and a transitive relation by the following rule:

$$
\frac{A \leq B \quad B \leq C}{A \leq C}
$$

Notice that the transitivity rule is not algorithmic in the sense that one needs to guess the type $B$ when applying the transitivity rule for $A \leq C$. When implementing a subtyping algorithm, one usually needs to eliminate the transitivity rule and prove that it is admissible from other subtyping rules [Pierce 2002; Pierce and Steffen 1997].

**Function Types.** In higher-order languages, functions are first-class values and can be passed as arguments. Thus, we need a subtyping rule between function types:

$$
\frac{B_1 \leq A_1 \quad A_2 \leq B_2}{A_1 \rightarrow A_2 \leq B_1 \rightarrow B_2}
$$

Note that the subtype relation of the argument types is reversed. We call it contravariant. And the subtype relation has the same order for the result types as the function types. We call such relation covariant. The reason is that if a function has type $A_1 \rightarrow A_2$, it can take any arguments of $B_1$ which is a subtype of $A_1$ and returns terms of type $A_2$ which can be treated as having its supertype $B_2$. Thus, we can treat any function of type $A_1 \rightarrow A_2$ as having type $B_1 \rightarrow B_2$. 
Record Types. Many languages support records, which are collections of named fields. The record type is denoted by \( \{ l_1 : T_1, \cdots, l_n : T_n \} \) where \( l_i \) ranges over names. There are three typing rules for record types [Pierce 2002]:

- The width subtyping rule:

\[
\{ l_1 : T_1, \cdots, l_n : T_n, \cdots, l_{n+k} : T_{n+k} \} \leq \{ l_1 : T_1, \cdots, l_n : T_n \}
\]

which indicates that record types are subtypes if they have more fields at the end. Since every field showing in the supertype also shows in the subtype, any operation accepted by the supertype can be supported by the subtype.

- The depth subtyping rule:

\[
S_i \leq T_i \quad \forall i, 1 \leq i \leq n
\]

\[
\{ l_1 : S_1, \cdots, l_n : S_n \} \leq \{ l_1 : T_1, \cdots, l_n : T_n \}
\]

which indicates types of each corresponding fields are in the subtyping relation.

- The permutation subtyping rule:

\[
\{ l'_i : T'_i \} \text{ is a permutation of } \{ l_i : T_i \}
\]

\[
\{ l'_1 : T'_1, \cdots, l'_n : T'_n \} \leq \{ l_1 : T_1, \cdots, l_n : T_n \}
\]

which indicates that the order of fields does not matter.

Top Types. Finally, in some languages, there exists a type which is a supertype of any type. We call it the top type, denoted by \( \top \). We need the following subtyping rule for the top type:

\[
A \leq \top
\]

Many OOP languages have the top type which is usually the universal base class, e.g., \texttt{Object} in Java and \texttt{Any} in Scala.

2.4.2 Bounded Quantification

So far we have introduced the subtyping relation as a judgment \( A \leq B \). Subtyping can also be used with a quantifier to require the binder to be a subtype of a specific upper bound. We call this bounded quantification. For example, System \( F_\leq \) [Cardelli et al. 1994] is an extension to System \( F \) with subtyping and bounded quantification. The specification of \( F_\leq \) is shown in Figure 2.3. In \( F_\leq \), we have one extra type abstraction with an upper bound:

\[
\Lambda X \leq T. \ t
\]

where the binder \( X \) needs to be a subtype of type \( T \). Correspondingly, the abstraction has a bounded universal type:

\[
(\Lambda X \leq T. \ t) : (\forall X \leq T. \ T')
\]
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(Syntax)

Types \( T, U \) ::= \( X \mid \top \mid T_1 \rightarrow T_2 \mid \forall X \leq U. T \)

Terms \( t \) ::= \( x \mid \lambda x : T. t \mid t_1 t_2 \mid \Delta X \leq T. t \mid t[T] \)

Contexts \( \Delta \) ::= \( \emptyset \mid \Delta, x : T \mid \Delta, X \leq T \leq \top \)

\[ \Delta \vdash T \]

(Type Well-formedness)

FWT-Top
\[ \vdash \Delta \quad \vdash \Delta, X \leq U \in \Delta \quad \vdash \Delta \]
\[ \Delta \vdash X \]
\[ \Delta \vdash T_1 \quad \Delta \vdash T_2 \]
\[ \Delta \vdash T_1 \rightarrow T_2 \]
\[ \Delta \vdash \forall X \leq T_1 \vdash T_2 \]

\[ \vdash \Delta \]

(Context Well-formedness)

FW-EMPTY
\[ \vdash \emptyset \]
\[ \vdash \Delta, X \leq T \]
\[ \vdash \Delta, X : T \]

\[ \Delta \vdash T \leq U \]

(Subtyping)

FS-Top
\[ \vdash \Delta \vdash T \quad \vdash \Delta \vdash T \leq \top \]
\[ \vdash \Delta \vdash X \quad \vdash \Delta \vdash X \leq X \]
\[ \vdash \Delta \vdash X_1 \leq \Delta \vdash X_2 \leq \Delta \vdash X_1 \leq T_2 \]
\[ \vdash \Delta \vdash (U_1 \rightarrow U_2) \leq (T_1 \rightarrow T_2) \]
\[ \vdash \Delta, X \leq U \vdash T_1 \leq T_2 \]
\[ \vdash \Delta \vdash \forall X \leq U_1. T_1 \leq (\forall X \leq U_2. T_2) \]

\[ \Delta \vdash t : T \]

(Typing)

FT-Var
\[ \vdash \Delta \vdash x : T \leq \Delta \vdash x : T \]
\[ \Delta \vdash (\lambda x : T_1. t) : T_1 \rightarrow T_2 \]
\[ \Delta \vdash t_1 : T_1 \rightarrow T_2 \quad \Delta \vdash t_2 : T_1 \]
\[ \Delta \vdash t_1 t_2 : T_2 \]
\[ \Delta \vdash (\Delta X \leq T_1. t) : (\forall X \leq T_1. T_2) \]
\[ \Delta \vdash (\forall X \leq U_1. U_2) \rightarrow (\forall X \leq U_2. T_2) \]
\[ \Delta \vdash t : (\forall X \leq U_1. U_2) \rightarrow (\forall X \leq U_2. T_2) \]
\[ \Delta \vdash t : T \rightarrow T \]
\[ \Delta \vdash t : U \]
\[ \Delta \vdash t : T \leq U \]
\[ \Delta \vdash t : U \]

Figure 2.3. Specification of System \( F_\leq \)

The original unbounded quantification of System \( F \) can be viewed as a special case of top-bounded quantification:

\[ \forall X. T \triangleq \forall X \leq \top. T \]

Variants of System \( F_\leq \). There are two variants of System \( F_\leq \), the Kernel Fun variant [Cardelli and Wegner 1985] and the Full variant [Cardelli et al. 1994]. Figure 2.3 shows the Kernel Fun variant. The only difference between two variants is the subtyping rule of bounded universal
2.5. Path-Dependent Types

In the Kernel Fun variant, two bounded universal types can be compared only when their bounds are identical, i.e., invariant:

\[
\Delta, X \leq U \vdash T_1 \leq T_2 \\
\Delta \vdash (\forall X \leq U. T_1) \leq (\forall X \leq U. T_2)
\]

In the Full variant, the bounds are contravariant, hence not required to be equal:

\[
\Delta \vdash U_2 \leq U_1 \quad \Delta, X \leq U_2 \vdash T_1 \leq T_2 \\
\Delta \vdash (\forall X \leq U_1. T_1) \leq (\forall X \leq U_2. T_2)
\]

The subtyping rule of the Full variant seems more natural, which follows the treatment of subtyping function types. However, this rule makes Full \( F_{\leq} \) undecidable [Pierce 1992], meaning that the algorithm implementing subtyping rules of Full \( F_{\leq} \) does not terminate for certain inputs. On the contrary, Kernel Fun \( F_{\leq} \) is decidable by using the restricted invariant subtyping rule. Thus, from the perspective of implementation, the Kernel Fun variant is more interesting since it can have a decidable subtyping algorithm.

2.5 Path-Dependent Types

Scala [Odersky et al. 2004] supports path-dependent types [Odersky et al. 2003; Amin et al. 2014], a weaker form of dependent types that only allow types to depend on paths. The syntax of path-dependent types (i.e. paths) can be formally defined as follows [Odersky et al. 2003]:

\[
p ::= x | p.L
\]

A path \( p \) is a variable \( x \) followed by a sequence of selections, e.g., \( x.L_1. \cdots.L_n \). In Dependent Object Type (DOT) [Rompf and Amin 2016; Amin et al. 2016], a calculus that captures core features of Scala, paths are further simplified to only allow single selections:

\[
p ::= x.L
\]

Meanwhile, paths are valid types:

\[
T ::= \cdots | p
\]

Thus, paths can appear with other types such as universal types:

\[
\forall(x : T). (x.L)
\]

A concrete example is the dependent method type of the generic method \( g \) from Section 2.2.3:

```
def g(s: Set) = s.empty()
g: (s: Set)s.T
```

where the result type \( s.T \) can refer to the parameter \( s \) of the method.

Comparison with Full Dependent Types. The need of path-dependent types arises from accessing abstract type members of traits which involves some forms of value dependency (see also Section 1.3.3). Scala takes a conservative approach by only supporting path dependency
and avoids the need of supporting more general forms of dependent types. There are two major differences between path-dependent types and full dependent types from traditional dependently typed calculi (e.g. the calculus of constructions [Coquand and Huet 1988]).

First, Pi-types can support dependency on any terms instead of only path dependency, e.g., a vector type $\text{Vec } n$ where $n$ can be any natural number. Such vector types are not expressible with path-dependent types. Moreover, with strong sums, Pi-types along with projections can simulate path-dependent types. For example, in Section 2.2.3, the function $g$ can be encoded with the second projection and its type is a Pi-type with the first-projection: $\Pi(s : \text{Set}). (s.1)$.

Second, traditional dependent types usually support arbitrary computations at the type level, e.g., $\text{Vec } (1 + 2) = \text{Vec } 3$. In contrast, path-dependent types only support simple forms of type conversions, such as instantiating abstract type members with actual types. Such type conversions can be done with simple type equality relations. For example, if we apply an implementation of $\text{Set}$ to $g$ such that $T=\text{List[Int]}$, we will have:

$$g(\text{new Set \{type } T = \text{List[Int]}; \ldots \} ) : \text{List[Int]} \quad \text{// excerpted}$$

The original result type, i.e., the abstract type $s.T$, is instantiated with the actual type $\text{List[Int]}$ according to the type equality $T=\text{List[Int]}$. 

Part I:

Pure Iso-Type Systems
CHAPTER 3

Overview of Iso-Types

In this chapter, we give an overview of iso-types and informally introduce key features of Pure Iso-Type Systems (PITS). PITS enables the combination of unified syntax and general recursion, while retains decidable type checking at the same time. The main source of inspiration for the design of PITS comes from *iso-recursive types* [Crary et al. 1999; Pierce 2002], which we briefly introduced in Section 1.4.1. Instead of an implicit type conversion (employed by PTS), PITS provides a generalization of *iso-recursive types* called *iso-types*. In PITS, not only folding/unfolding of recursive types is explicitly controlled by term level constructs, but also any other type-level computation (including beta reduction/expansion). This is somewhat similar to how datatypes or newtypes are used in (classic) Haskell to explicitly trigger type-level computation for both recursive and non-recursive types.

There is an analogy to language designs with *equi-recursive* types and *iso-recursive* types. With equi-recursive types, type-level recursion is implicitly folded/unfolded, which makes establishing decidability of type-checking much more difficult. In iso-recursive designs, the idea is to trade some convenience by a simple way to ensure decidability. Similarly, we view the design of traditional dependently typed calculi, such as PTS, as analogous to systems with equi-recursive types. In PTS, it is the *conversion rule* that allows type-level computation to be implicitly triggered. However, the proof of decidability of type checking for PTS is non-trivial, as it depends on the normalization property [van Benthem Jutting 1993]. Moreover decidability is lost when adding general recursion. In contrast, the cast operators in PITS have to be used to explicitly trigger each step of type-level computation, but it is easy to ensure decidable type-checking, even in the presence of general recursion.

It is worth emphasizing the goal of PITS is to show the benefits of PTS-style unified syntax in terms of *economy of concepts* for more traditional programming language designs, but not to use unified syntax to express computationally intensive type-level programs. Traditional functional languages only require basic use of type-level computation to support common features like parametrized algebraic data types, iso-recursive types or purely functional objects [Pierce and Turner 1994]. These features require only one or a small number of finite steps of type reductions/expansions where the iso-type approach fits well. In Section 3.2, we give examples to illustrate how such features of modern functional languages can be encoded with iso-types in PITS.
3.1 Motivation and Overview

3.1.1 Implicit Type Conversion in Pure Type Systems

The typing rules for PTS contain a conversion rule [Barendregt 1991] (see also Section 2.1.1):

\[
\Gamma \vdash e : A \quad A =_{\beta} B \\
\Gamma \vdash e : B
\]

This rule allows one to derive \( e : B \) from the derivation of \( e : A \) with the beta equality of \( A \) and \( B \). This rule is important to automatically allow terms with beta equivalent types to be considered type-compatible. For example, consider the following identity function:

\[
f = \lambda y : (\lambda x : \ast . x) \operatorname{Int} . y
\]

The type of \( y \) is a type-level identity function applied to \( \operatorname{Int} \). Without the conversion rule, \( f \) cannot be applied to \( 3 \) for example, since the type of \( 3 \) (\( \operatorname{Int} \)) differs from the type of \( y \) ((\( \lambda x : \ast . x \)) \( \operatorname{Int} \)). Note that the beta equivalence \((\lambda x : \ast . x) \operatorname{Int} =_{\beta} \operatorname{Int}\) holds. Therefore, the conversion rule allows the application of \( f \) to \( 3 \) by converting the type of \( y \) to \( \operatorname{Int} \).

Decidability of Type Checking and Strong Normalization. While the conversion rule in PTS brings a lot of convenience, an unfortunate consequence is that it couples decidability of type checking with strong normalization of the calculus [van Benthem Jutting 1993]. Therefore adding general recursion to PTS becomes difficult, since strong normalization is lost. Due to the conversion rule, any non-terminating term would force the type checker to go into an infinite loop (by constantly applying the conversion rule without termination), thus rendering the type system undecidable. For example, assume a term \( z \) that has type \( \text{loop} \), where \( \text{loop} \) stands for any diverging computation. If we type check \((\lambda x : \operatorname{Int} . x) z\) under the normal typing rules of PTS, the type checker would get stuck as it tries to do beta equality on two terms: \( \operatorname{Int} \) and \( \text{loop} \), where the latter is non-terminating.

3.1.2 Newtypes: Explicit Type Conversion in Haskell

Early designs of functional languages such as Haskell deliberately forbid implicit type conversions. However, although not widely appreciated, since the very beginning Haskell (and other functional languages) has supported explicit type-conversions via algebraic datatypes, or their simpler sibling newtypes. In essence, encapsulated behind algebraic datatypes and newtypes is a language mechanism that supports explicit type conversions. Such language mechanism is closely related to iso-recursive types, as introduced in Section 2.3.2, but also allows for computations that are not recursive.

In early versions of Haskell, such as Haskell 98, there is no real type-level computation as in dependently-typed languages such as Coq [The Coq development team 2016]. In particular, there are no computational type-level lambdas. Indeed Haskell forbids type-level lambdas to avoid higher-order unification that is required in dependently typed languages such as Coq or Agda [Jones 1993]. While modern Haskell is half the way in evolving into a dependently typed language, it still does not support type-level lambdas.
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Despite the absence of type-level lambdas, it is still possible to express type-level functions via newtype or data constructs. For example, the type \( Id \) defined by

```haskell
newtype Id a = MkId { runId :: a }
```

can be viewed as a type-level identity function and \( Id \ a \) is isomorphic to type \( a \). To convert the type back and forth between \( a \) and \( Id \ a \), one needs to explicitly use the constructor \( MkId \) or the destructor \( runId \):

```haskell
MkId :: a → Id a
runId :: Id a → a
```

While the explicit type level computations enabled by newtypes or algebraic datatypes are very simple, they are essential for many of the characterizing programming styles employed in Haskell. For example without such simple explicit type conversions it would not be possible to have the monadic programming style that is available in Haskell, or modular interpreters enabled by approaches such as Datatypes à la Carte [Swierstra 2008].

3.1.3 Iso-Types: Explicit Type Conversion in PITS

PITS iso-types have strong similarities with the explicit conversion mechanism found in languages like Haskell, and iso-recursive types. Differently from Haskell (and similarly to iso-recursive types) iso-types are purely structural, while Haskell datatypes and newtypes are nominal. Because iso-types are structural they can be directly represented with type-level lambdas (and other constructs). Moreover, since in PITS type equality is just alpha-equality, type-level lambdas are not problematic, since they do not trigger computation during type-checking.

Iso-types offer an alternative to the conversion rule of PTS, making it explicit as to when and where to convert one type to another. Type conversions are explicitly controlled by two language constructs: \( \text{cast}_↓ \) (one-step reduction) and \( \text{cast}_↑ \) (one-step expansion). One benefit of this approach is that decidability of type checking is no longer coupled with strong normalization of the calculus. Another potential benefit is that the problem of type-inference may be significantly simpler in a language with iso-types than in a language with a conversion rule. Although we do not explore the later point in this thesis, Jones’ work on type-inference for higher-kinded types in Haskell [Jones 1993] seems to back up this idea.

**Reduction.** The \( \text{cast}_↓ \) operator allows a type conversion provided that the resulting type is a reduction of the original type of the term. To explain the use of \( \text{cast}_↓ \), assume an identity function \( g \) defined by \( g = \lambda y : \text{Int}. \ y \) and a term \( e \) such that \( e : (\lambda x : * . \ x) \ \text{Int} \). In contrast to PTS, we cannot directly apply \( g \) to \( e \) in PITS since the type of \( e \) \( ((\lambda x : * . \ x) \ \text{Int}) \) is not syntactically equal to \( \text{Int} \). However, note that the reduction relation \( (\lambda x : * . \ x) \ \text{Int} \leftrightarrow \text{Int} \) holds. Therefore, we can use \( \text{cast}_↓ \) for the explicit (type-level) reduction:

\[
\text{cast}_↓ \ e : \text{Int}
\]

Then the application \( g \ (\text{cast}_↓ \ e) \) type checks.
Expansion. The dual operation of \( \text{cast}_\downarrow \) is \( \text{cast}_\uparrow \), which allows a type conversion provided that the resulting type is an expansion of the original type of the term. To explain the use of \( \text{cast}_\uparrow \), let us revisit the example from Section 3.1.1. We cannot apply \( f \) to 3 without the conversion rule. Instead, we can use \( \text{cast}_\uparrow \) to expand the type of 3:

\[
\text{cast}_\uparrow [(\lambda x : *. x) \text{Int}] 3 : (\lambda x : *. x) \text{Int}
\]

Thus, the application \( f \) \( \text{cast}_\uparrow [(\lambda x : *. x) \text{Int}] 3 \) becomes well-typed. Intuitively, \( \text{cast}_\uparrow \) performs expansion, as the type of 3 is \( \text{Int} \), and \( (\lambda x : *. x) \text{Int} \) is the expansion of \( \text{Int} \) witnessed by \( (\lambda x : *. x) \text{Int} \rightarrow \text{Int} \). Notice that for \( \text{cast}_\uparrow \) to work, we need to provide the resulting type as argument. This is because for the same term, there may be more than one choice for expansion. For example, \( 1 + 2 \) and \( 2 + 1 \) are both the expansions of 3.

One-Step. The cast operators allow only one-step reduction or expansion. If two type-level terms require more than one step of reductions or expansions for normalization, then multiple casts must be used. Consider a variant of the example such that \( e : (\lambda x : *. \lambda y : *. x) \text{Int} \text{Bool} \). Given \( g = \lambda y : \text{Int}. \ y \), the expression \( g \ (\text{cast}_\downarrow e) \) is ill-typed because \( \text{cast}_\downarrow e \) has type \( (\lambda y : *. \text{Int}) \text{Bool} \), which is not syntactically equal to \( \text{Int} \). Thus, we need another \( \text{cast}_\downarrow \):

\[
\text{cast}_\downarrow (\text{cast}_\downarrow e) : \text{Int}
\]

to further reduce the type and allow the program \( g \ (\text{cast}_\downarrow (\text{cast}_\downarrow e)) \) to type check.

Analogy to Newtypes in Haskell. By using cast operators, we can model the Haskell example shown in Section 3.1.2:

\[
\begin{align*}
\text{Id} &= \lambda x : *. x \\
\text{cast}_\uparrow [\text{Id} \ a] &: a \rightarrow \text{Id} \ a \\
\text{cast}_\downarrow &: \text{Id} \ a \rightarrow a
\end{align*}
\]

cast\(_\uparrow\) and cast\(_\downarrow\) are analogous to the datatype constructor \( \text{MkId} \) and destructor \( \text{runId} \), respectively. The difference is that PITS directly supports type-level lambdas without the need of using \textit{newtype}, though PITS only has alpha equality without implicit beta conversion. In some sense, type-level lambdas in PITS are non-computational as \textit{newtype}-style "type functions" in Haskell. Nevertheless, we can still trigger type-level computation by casts, similarly to \textit{newtype} constructors and destructors in Haskell.

Decidability without Strong Normalization. With explicit type conversion rules the decidability of type checking no longer depends on the strong normalization property. Thus the type system remains decidable even in the presence of non-termination at type level. Consider the same example using the term \( z \) from Section 3.1.1. This time the type checker will not get stuck when type checking \( (\lambda x : \text{Int}. \ x) \ z \). This is because, in PITS, the type checker only performs syntactic comparison between \( \text{Int} \) and \textit{loop}, instead of beta equality. Thus it rejects the above application as ill-typed. Indeed it is impossible to type check such application even with the use of \( \text{cast}_\uparrow \) and/or \( \text{cast}_\downarrow \): one would need to write infinite number of \( \text{cast}_\downarrow \)'s to make the type checker loop forever (e.g., \( (\lambda x : \text{Int}. \ x) (\text{cast}_\downarrow (\text{cast}_\downarrow \ldots z)) \)). But it is impossible to write such program in practice which has an infinite length and cannot be stored with a finite capacity.
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Variants of Casts. A reduction relation is used in cast operators to convert types. We study three possible reduction relations: call-by-name reduction, call-by-value reduction and full reduction. Call-by-name and call-by-value reduction cannot reduce sub-terms at certain positions (e.g., inside \( \lambda \) or \( \Pi \) binders), while full reduction can reduce sub-terms at any position. We also create three variants of PITS for each variant of casts. Specifically, full PITS uses a decidable parallel reduction relation with full cast operators \texttt{cast}_{\uparrow} and \texttt{cast}_{\downarrow}. All variants reflect the idea of iso-types, but have trade-offs between simplicity and expressiveness: call-by-name and call-by-value PITS use the same reduction relation for both casts and evaluation to keep the system and metatheory simple, but lose some expressiveness, e.g., cannot convert \( \lambda x : \text{Int}. (1 + 1) \) to \( \lambda x : \text{Int}. 2 \). Full PITS is more expressive but results in a more complicated metatheory (see Section 4.3). Note that when generally referring to PITS, we do not specify the reduction strategy, which could be any variant.

3.1.4 General Recursion

PITS supports general recursion and allows writing unrestricted recursive programs at term level. The recursive construct is also used to model recursive types at type level. Recursive terms and types are represented by the same \( \mu \) primitive.

Recursive Terms. The primitive \( \mu x : A. e \) can be used to define recursive functions. For example, the factorial function would be written as:

\[
\text{fact} = \mu f : \text{Int} \to \text{Int}. \lambda x : \text{Int}. \begin{cases} 0 & \text{if } x == 0 \ \\
 x \times f(x - 1) & \text{else} \end{cases}
\]

We treat the \( \mu \) operator as a fixpoint, which evaluates \( \mu x : A. e \) to its recursive unfolding \( e[x \mapsto \mu x : A. e] \). Term-level recursion in PITS works as in any standard functional language, e.g., \( \text{fact} 3 \) produces 6 as expected (see Section 4.1.4).

Recursive Types. The same \( \mu \) primitive is used at the type level to represent iso-recursive types [Crary et al. 1999]. In the iso-recursive approach a recursive type and its unfolding are different, but isomorphic. The isomorphism is witnessed by two operations, typically called fold and unfold (see also Section 2.3.1). In call-by-name PITS, such isomorphism is witnessed by \texttt{cast}_{\uparrow} and \texttt{cast}_{\downarrow}. In fact, \texttt{cast}_{\uparrow} and \texttt{cast}_{\downarrow} generalize fold and unfold: they can convert any types, not just recursive types, as we shall see in the example of encoding parametrized datatypes in Section 3.2.

To demonstrate the use of casts with recursive types, we show the formation of the "hungry" type [Pierce 2002] \( H = \mu x : \ast. \text{Int} \to x \). A term \( z \) of type \( H \) will accept one more integer every time when it is unfolded by a \texttt{cast}_{\downarrow}:

\[
\begin{align*}
(\texttt{cast}_{\downarrow} z) 3 &: H \\
\texttt{cast}_{\downarrow}((\texttt{cast}_{\downarrow} z) 3) 3 &: H \\
\texttt{cast}_{\downarrow}(\ldots(\texttt{cast}_{\downarrow} z 3)\ldots) 3 &: H
\end{align*}
\]

3.2 Iso-Types by Example

PITS is a simple core calculus, but expressive enough to encode useful language constructs. In order to show how features of modern functional languages can be encoded in PITS, we implemented a simple functional language \texttt{Fun}, a thin layer that is desugared to a specific PITS with only a single
sort $\star$ and “type-in-type” axiom. We focus on common features available in traditional functional languages and some interesting type-level features, but not the full power of dependent types. **Fun** is not logically consistent due to the “type-in-type” axiom. In this section, we briefly introduce the implementation of **Fun** and present interesting examples including algebraic datatypes (Section 3.2.1), higher-kind types (Section 3.2.2), datatype promotion (Section 3.2.2), high-order abstract syntax (Section 3.2.2) and object encodings (Section 3.2.3). All of those examples work in the 3 variants of PITS. We also discuss one final example on dependently typed vectors (Section 3.2.4) that only works with parallel reduction. All examples can run in the prototype interpreter and compiler (see Section 1.5).

### 3.2.1 Fun Implementation

**Fun** is built on top of a call-by-name PITS variant called $\lambda I$ [Yang et al. 2016] and provides surface language constructs for algebraic datatypes and pattern matching. $\lambda I$ has the same PTS specification as $\lambda \star$ (see Section 2.1.2), where $S = \{\star\}$, $A = \{\star, \star\}$ and $R = \{\star, \star, \star\}$. Algebraic datatypes and pattern matching in **Fun** are implemented using Scott encodings [Mogensen 1992], which can be later desugared into PITS ($\lambda I$) terms. For demonstration, we implemented a prototype interpreter and compiler for **Fun**, both written in GHC Haskell [Marlow 2010]. **Fun** terms are firstly desugared into $\lambda I$ terms and then type-checked using PITS typing rules. The type-checked $\lambda I$ terms can be evaluated directly by interpreter or compiled to JavaScript or Haskell code.

**Encoding Parametrized Algebraic Datatypes.** We give an example of encoding parametrized algebraic datatypes in PITS via the $\mu$-operator and call-by-name casts. Importantly we should note that having iso-recursive types alone (and alpha equality) would be insufficient to encode parametrized types: the generalization afforded by iso-types is needed here.

In **Fun** we can define a polymorphic list as

```plaintext
data List a = Nil | Cons a (List a);
```

This **Fun** definition is translated into PITS using a Scott encoding [Mogensen 1992] of datatypes:

```plaintext
List = \mu L: \star \rightarrow \star. \lambda a: \star. \Pi b: \star. b \rightarrow (a \rightarrow L a \rightarrow b) \rightarrow b
Nil = \lambda a: \star. \text{cast}_1^2 [List a] (\lambda b: \star. \lambda n: b. \lambda c: (a \rightarrow List a \rightarrow b). n)
Cons = \lambda a: \star. \lambda x: a. \lambda (xs : List a).
           \text{cast}_1^2 [List a] (\lambda b: \star. \lambda n: b. \lambda c: (a \rightarrow List a \rightarrow b). c x xs)
```

The type constructor $List$ is encoded as a recursive type. The body is a type-level function that takes a type parameter $a$ and returns a dependent function type, i.e., $\Pi$-type. The body of $\Pi$-type is universally quantified by a type parameter $b$, which represents the result type instantiated during pattern matching. Following are the types corresponding to data constructors: $b$ for $Nil$, and $a \rightarrow L a \rightarrow b$ for $Cons$, and the result type $b$ at the end. The data constructors $Nil$ and $Cons$ are encoded as functions. Each of them selects a different function from the parameters ($n$ and $c$). This provides branching in the process flow, based on the constructors. Note that $\text{cast}_1^2$ is used twice here (written as $\text{cast}_1^2$): one for one-step expansion from $\tau$ to $(\lambda a: \star. \tau) a$ and the other for folding the recursive type from $(\lambda a: \star. \tau) a$ to $List a$, where $\tau$ is the type of $\text{cast}_1^2$ body.
We have two notable remarks from the example above. Firstly, iso-types are critical for the encoding and cannot be replaced by iso-recursive types. Since type constructors are parametrized, not only folding/unfolding recursive types, but also type-level reduction/expansion is required, which is only possible with casts. Secondly, although casts using call-by-value and call-by-name reduction are not as powerful as casts using full beta-reduction, they are still capable of encoding many useful constructs, such as algebraic datatypes and records. Nevertheless full-reduction casts enable other important applications. Some applications of full casts are discussed later (see Section 3.2.4).

### 3.2.2 Combining Algebraic Datatypes with Advanced Features

Languages like Haskell support several advanced type-level features. Such features, when used in combination with algebraic datatypes, have important applications. Next we discuss some of these features and their applications. The purpose is to show all these advanced features are encodable in PITS. For simplicity reasons, we use arrow syntax \((x : A) \rightarrow B\) as syntactic sugar for \(\Pi\) types \(\Pi x : A. B\) in the following text.

**Higher-kindied Types.** Higher-kindied types are type-level functions. To support higher-kindied types, languages like Haskell use core languages that account for kind expressions. The existing core language of Haskell, System FC [Sulzmann et al. 2007], is an extension of System \(F_\omega\) [Girard 1972], which natively supports higher-kindied types. We can similarly construct higher-kindied types in PITS. We show an example of encoding the functor “type-class” as a record:

```haskell
data Functor (f : ⋆ → ⋆) =
  Func { fmap : (a : ⋆) → (b : ⋆) → (a → b) → f a → f b};
```

Note that in PITS, records are encoded using algebraic datatypes in a similar way as Haskell’s record syntax [Marlow 2010]. Here we use a record to represent a functor, whose only field is a function called \(fmap\). The functor “instance” of the \(Maybe\) datatype is:

```haskell
data Maybe (a : ⋆) = Nothing | Just a;
def maybeInst : Functor Maybe =
    case x of
      Nothing ⇒ Nothing b
    | Just (z : a) ⇒ Just b (f z));
```

After the translation process, the \(Functor\) record is desugared into a datatype with only one data constructor (\(Func\)) that has type:

\((f : ⋆ → ⋆) \rightarrow (a : ⋆) \rightarrow (b : ⋆) \rightarrow (a → b) → f a → f b\)

Since \(Maybe\) has kind \(⋆ → ⋆\), it is legal to apply \(Func\) to \(Maybe\).

**Datatype Promotion.** Recent versions of Haskell introduced datatype promotion [Yorgey et al. 2012], in order to allow ordinary datatypes as kinds, and data constructors as types. With the power of unified syntax, data promotion is made trivial in \(Fun\). We show a representation of a labeled binary tree, where each node is labeled with its depth in the tree. Below is the definition:
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\textbf{data} \textit{Nat} = \textit{Z} \mid \textit{S Nat};
\textbf{data} \textit{PTree} (\textit{n} : \textit{Nat}) = \textit{Empty}
\quad \mid \textit{Fork} (\textit{z} : \textit{Int}) (\textit{x} : \textit{PTree} (\textit{S n})) (\textit{y} : \textit{PTree} (\textit{S n}));

Notice how the datatype \textit{Nat} is “promoted” to be used at the kind level in the definition of \textit{PTree}. Next we can construct a binary tree that keeps track of its depth statically:

\[ \text{Fork } \textit{Z} \textit{1} (\textit{Empty} (\textit{S } \textit{Z})) (\textit{Empty} (\textit{S } \textit{Z})) \]

If we accidentally write the wrong depth, for example:

\[ \text{Fork } \textit{Z} \textit{1} (\textit{Empty} (\textit{S } \textit{Z})) (\textit{Empty } \textit{Z}) \]

The above will fail to pass type checking.

\textbf{Higher-order Abstract Syntax.} \textit{Higher-order abstract syntax} [Pfenning and Elliott 1988] (HOAS) is a representation of abstract syntax where the function space of the meta-language is used to encode the binders of the object language. We show an example of encoding a simple lambda calculus:

\textbf{data} \textit{Exp} = \textit{Num } \textit{Int}
\quad \mid \textit{Lam} (\textit{Exp} \rightarrow \textit{Exp})
\quad \mid \textit{App} \textit{Exp Exp};

Note that in the lambda constructor (\textit{Lam}), the recursive occurrence of \textit{Exp} appears in a negative position (i.e. in the left side of a function arrow). Systems like Coq [The Coq development team 2016] and Agda [Norell 2007b] would reject such programs since it is well-known that such datatypes can lead to logical inconsistency. Moreover, such logical inconsistency can be exploited to write non-terminating computations, and make type checking undecidable. In contrast, \textbf{Fun} is able to express HOAS in a straightforward way, while preserving decidable type checking.

Using \textit{Exp} we can write an evaluator for the lambda calculus. As noted by Fegaras and Sheard [Fegaras and Sheard 1996], the evaluation function needs an extra function (\textit{reify}) to invert the result of evaluation. The code for the evaluator is shown next (we omit most of the unsurprising cases; texts after “--” are comments):

\textbf{data} \textit{Value} = \textit{VI } \textit{Int} \mid \textit{VF} (\textit{Value} \rightarrow \textit{Value});
\textbf{data} \textit{Eval} = \textit{Ev} \{ \textit{eval' : Exp} \rightarrow \textit{Value}, \textit{reify' : Value} \rightarrow \textit{Exp} \};
\textbf{defrec} \textit{ev : Eval} =
\quad \textit{Ev} (\lambda \textit{e} : \textit{Exp}. \quad \textbf{case e of } ... -- excerpted
\quad \quad \mid \textit{Lam f ⇒ VF} (\lambda \textit{e' : Value}. \textit{eval' ev} (\textit{f} (\textit{reify' ev e'})))
\quad \quad (\lambda \textit{v : Value}. \quad \textbf{case v of } ... -- excerpted
\quad \quad \mid \textit{VF f ⇒ Lam} (\lambda \textit{e' : Exp}. \textit{reify' ev} (\textit{f} (\textit{eval' ev e'})))
\quad \textbf{def} \textit{eval : Exp} \rightarrow \textit{Value} = \textit{eval' ev};

The definition of the evaluator is mostly straightforward. Here we create a record \textit{Eval}, inside which are two name fields \textit{eval'} and \textit{reify'}. Similarly to the record syntax of Haskell, both \textit{eval'} and \textit{reify'} are also functions for projections of fields. The \textit{eval'} function is conventional, dealing with each possible shape of an expression. The tricky part lies in the evaluation of a lambda
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abstraction, where we need a second function, called \textit{reify}', of type $\text{value} \rightarrow \text{expr}$ that lifts values into terms. Thanks to the flexibility of the $\mu$ primitive, mutual recursion can be encoded by using records.

Evaluation of a lambda expression proceeds as follows:

$$\text{def} \ \text{show} = \lambda v : \text{Value}. \ \text{case} \ v \ \text{of} \ VI \ n \Rightarrow n;$$
$$\text{def} \ \text{expr} = \text{App} (\text{Lam} (\lambda f : \text{Exp}. \ \text{App} f (\text{Num} 42))) (\text{Lam} (\lambda g : \text{Exp}. \ g));$$
$$\text{show} (\text{eval expr}) \ -- \text{returns 42}$$

3.2.3 Object Encodings

Casts are useful for modeling examples other than algebraic datatypes. For example, we can model a simple form of object encodings with call-by-name cast operators. We present an example of existential object encodings [Pierce and Turner 1994] in $\text{Fun}$, which originally requires System $F_\omega$. Note that the example here relies on the facility of algebraic datatypes and records in $\text{Fun}$. It does not involve message passing due to the lack of subtyping in PITS. A more complete example of object encodings will be shown in Section 5.1.5. First, we encode the existential type and its constructor in $\text{Fun}$ by standard Church encoding [Pierce 2002] using the universal type (i.e. II-type):

$$\text{def} \ \text{Ex} = \lambda P : \text{\ast} \rightarrow \text{\ast}. \ (z : \text{\ast}) \rightarrow ((x : \text{\ast}) \rightarrow P \ x \rightarrow z) \rightarrow z;$$
$$\text{def} \ \text{pack} = \lambda P : \text{\ast} \rightarrow \text{\ast}. \lambda e_1 : \text{\ast}. \lambda e_2 : P e_1.\ \text{cast} \uparrow [\text{Ex} P] (\lambda z : \text{\ast}. \lambda f : (x : \text{\ast}) \rightarrow P \ x \rightarrow z. \ f e_1 e_2);$$

where \text{pack} is the constructor to build an existential package, which is similar to the encoding of pack operators for weak sums as introduced in Section 2.2.1. Thus, we can encode an existential type $\exists x. A$ as $\text{Ex} (\lambda x : \text{\ast}. \ A)$ in $\text{Fun}$. The object type operator $\text{Obj}$ can be encoded as follows:

$$\text{data} \ \text{Pair} (A : \text{\ast}) (B : \text{\ast}) = \text{MkPair} \{ \text{fst} : A, \ \text{snd} : B \};$$
$$\text{def} \ \text{Obj} = \lambda I : \text{\ast} \rightarrow \text{\ast}. \ \text{Ex} (\lambda X : \text{\ast}. \ \text{Pair} X (X \rightarrow I X));$$

where $\text{Pair} \ A \ B$ encodes the pair type $A \times B$. In the definition of $\text{Obj}$, the binder $I$ denotes the interface. The body is an existential type which packs a pair. The pair consists of a hidden state (with type $X$) and methods which are functions depending on the state (with type $X \rightarrow I X$). For a concrete example of objects, we use the interface of cell objects [Bruce et al. 1999]:

$$\text{data} \ \text{Cell} (X : \text{\ast}) = \text{MkCell} \{ \text{get} : \text{Int}, \ \text{set} : \text{Int} \rightarrow X, \ \text{bump} : X \};$$

The interface indicates that a cell object consists of three methods: a getter $\text{get}$ to return the current state, a setter $\text{set}$ to return a new cell with a given state, and $\text{bump}$ to return a new cell with the state increased by one.

We can define a cell object $c$ as follows:

$$\text{data} \ \text{Var} = \text{MkVar} \{ \text{getVar} : \text{Int} \};$$
$$\text{def} \ \text{CellT} = \lambda X : \text{\ast}. \ \text{Pair} X (X \rightarrow \text{Cell} X);$$
$$\text{def} \ \text{pair} = \text{MkPair} \ \text{Var} (\text{Var} \rightarrow \text{Cell} \ \text{Var}) \ (\text{MkVar} 0) \ -- \text{Initial state}$$
(\lambda s : \text{Var}. \text{MkCell Var} \quad \text{-- Methods}
(\text{getVar s}) \quad \text{-- Method get}
(\lambda n : \text{Int}. \text{MkVar n}) \quad \text{-- Method set}
(\text{MkVar (getVar s + 1)}) \quad \text{-- Method bump}

\text{def } p = \text{pack CellT Var (cast}_1^{} \text{[CellT Var] pair)};
\text{def } c = \text{cast}_1^{} \text{[Obj Cell] } p;

The body of object \( c \) is an existential package \( p \) of type \( \Sigma X. \text{Pair X} (X \rightarrow \text{Cell X}) \) built by the \text{pack} operator. The first parameter of \text{pack} is \text{CellT} that represents the body of the existential type. The second parameter is the integer variable type \text{Var} which corresponds to the existential binder \( X \). The third parameter has type \text{CellT Var} which can be reduced to a pair type \text{Var} \times (\text{Var} \rightarrow \text{Cell Var}) which is defined in the definition \text{pair} constructed by \text{MkPair}. The first component of the \text{pair} is the initial hidden state \text{MkVar 0}. The second component is a function containing three methods that are defined in a record by \text{MkCell} and abstracted by the state variable \( s \). The definition of the three methods follows the cell object interface \text{Cell}.

Note that we have two \text{cast}_1^{} operators here: one over the existential package \( p \) and another over the \text{pair}. Due to the lack of a conversion rule in \text{PITS}, the desired type of the object \( c \) (i.e. \text{Obj Cell}) is an application, which is different from the type of the existential package (i.e. \text{Ex CellT}). Noticing that

\[
\text{Obj Cell} \hookrightarrow \text{Ex } (\lambda X : *, \text{Pair X} (X \rightarrow \text{Cell X})) = \text{Ex CellT}
\]

We can use \text{cast}_1^{} to do one-step type expansion for the package. Similarly, the second \text{cast}_1^{} operator used in the third parameter of \text{pack} converts the pair type into \text{CellT Var}. We emphasize that the object encoding example exploits fundamental features of \text{PITS}, namely higher-kindred types, higher-order polymorphism and explicit casts. The absence of a conversion rule does not prevent the object encoding because the required type-level computation is recovered by explicit casts.

### 3.2.4 Fun with Full Reduction

So far all the examples can be encoded in \text{Fun} with casts using weak-head reduction. However for some applications full reduction is needed at the type level. In this subsection particularly, we show one such application. For brevity, we move types of arguments in \text{def} bindings to top-level annotations without repeating them in \( \lambda \)-binders, e.g., we change \text{def } f = \lambda x : \text{Int}. 1 \text{ into}

\[
\text{def } f : \text{Int} \rightarrow \text{Int} = \lambda x. 1
\]

**Leibniz Equality, Kind Polymorphism and Vectors.** One interesting type-level feature of \text{GHC Haskell} is generalized algebraic datatypes, or \text{GADTs} [Xi et al. 2003; Cheney and Hinze 2003; Peyton Jones et al. 2004]. \text{GADTs} require a non-trivial form of explicit type equality, which is built in Haskell’s core language (System FC [Sulzmann et al. 2007]), called a coercion. \text{PITS} does not have such built-in equality. However a form of equality can be encoded using \text{Leibniz Equality}:

\[
\text{data } \text{Eq } (k : *) (a : k) (b : k) =
\text{Proof } \{ \text{subst : } (f : k \rightarrow *) \rightarrow f a \rightarrow f b \};
\]
Note that the definition requires kind polymorphism: the kind of types \(a\) and \(b\) is \(k\), which is polymorphic and not limited to \(\star\). For brevity, we use \(a \equiv b\) to denote \(\text{Eq } k \; a \; b\) by omitting the kind \(k\). Then we can encode a GADT, for example, length-indexed list (or vector) as follows:

```hs
data Vec (a : \star) (n : Nat) =
  Nil (Eq Nat n Z)
| Cons (m : Nat) (Eq Nat n (S m)) a (Vec a m);
```

However, it is difficult to use such encoding approach to express the injectivity of constructors [Cheney and Hinze 2003], e.g., deducing \(n \equiv m\) from \(S n \equiv S m\). It would be challenging to encode the `tail` function of a vector:

```hs
def tail : (a : \star) \to (n : Nat) \to (v : Vec a (S n)) \to Vec a n =
  \lambda a. \lambda n. \lambda v. case v of
  Cons m p x xs \Rightarrow xs; \quad \text{-- ill-typed}
```

The case expression above is ill-typed: \(xs\) has the type \(Vec a m\), but the function requires the case branch to return \(Vec a n\). To convert \(xs\) to the correct type, we need to show \(n \equiv m\). But the equality proof \(p\) has type \(\text{Eq } Nat (S n) (S m)\), i.e., \(S n \equiv S m\). Thus, the injectivity of constructor \(S\) is needed.

**Fun** incorporates two full cast operators \((\text{cast}_\uparrow\) and \(\text{cast}_\downarrow\)) from full PITS. With the power of full casts, we can "prove" the injectivity of \(S\). We first define a partial function \(\text{predNat}\) to destruct \(S\):

```hs
def predNat : Nat \to Nat =
  \lambda n. case n of S m \Rightarrow m;
```

Given \(S n \equiv S m\), by congruence of equality, it is trivial to show \(\text{predNat } (S n) \equiv \text{predNat } (S m)\). Noticing the reduction \(\text{predNat } (S n) \leadsto n\) holds, we can use a full cast operator \(\text{cast}_\downarrow\) to reduce both sides of the equality to obtain \(n \equiv m\):

```hs
def injNat : (n : Nat) \to (m : Nat) \to \text{Eq } Nat (S n) (S m) \to Eq Nat n m =
  \lambda n. \lambda m. \lambda p. \text{cast}_\downarrow (\text{lift } Nat Nat (S n) (S m) \text{ predNat } p);
```

The function \(\text{lift}\) (definition omitted) lifts the type of equality proof \(p\) from \(S n \equiv S m\) to \(\text{predNat } (S n) \equiv \text{predNat } (S m)\). Then \(\text{cast}_\downarrow\) converts it to \(\text{Eq } Nat n m\) (type annotations are omitted for brevity):

```hs
p : S n \equiv S m
\text{lift predNat } p : \text{predNat } (S n) \equiv \text{predNat } (S m)
\text{cast}_\downarrow (\text{lift predNat } p) : n \equiv m
```

We can finally write a well-typed version of `tail`:

```hs
def castVec : (a : \star) \to (n : Nat) \to (m : Nat) \to
  \text{Eq } Nat n m \to \text{Vec } a m \to \text{Vec } a n = \ldots; \quad \text{-- excerpted}
def tail : (a : \star) \to (n : Nat) \to (v : Vec a (S n)) \to Vec a n =
  \lambda a. \lambda n. \lambda v. case v of
  Cons m p x xs \Rightarrow \text{castVec } a m (\text{injNat } n m p) \; xs;
```
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where castVec uses the proof $n \equiv m$ to convert $xs$ from $Vec a m$ to $Vec a n$. Note that Fun is not logically consistent and does not check whether the proof is terminating. However, it is easy to see the injectivity proof injNat from the example above is total — though predNat is a partial function, it is always applied to numbers with the form $S\ n$. 
This chapter formally presents Pure Iso-Type Systems (PITS), a family of calculi which employs unified syntax, supports general recursion and preserves decidable type-checking. PITS is comparable in simplicity to PTS. The main idea is to recover decidable type-checking through iso-types. In PITS, every type-level computation step is explicit and each type-level reduction or expansion is controlled by a type-safe cast. Since single computation steps are trivially terminating, decidability of type checking is possible even in the presence of non-terminating programs at the type level. At the same time term-level programs using general recursion work as in any conventional functional languages, and can be non-terminating.

Such design choice is useful to serve as a foundation for functional languages that stand in-between traditional ML-like languages and fully-blown dependently typed languages. In PITS, recursion and recursive types are completely unrestricted and type equality is simply based on alpha-equality, just like traditional ML-style languages. However, like most dependently typed languages, PITS uses unified syntax, naturally supporting many advanced type system features (such as higher-kinded types [Girard 1972], or kind polymorphism [Yorgey et al. 2012], see also Section 3.2).

In this chapter, we study three different variants of PITS that differ on term evaluation strategy, as well as the reduction strategy employed by the cast operators. They have different trade-offs in terms of simplicity and expressiveness. Call-by-name PITS (Section 4.1) uses weak-head call-by-name reduction, while call-by-value PITS (Section 4.2) enables standard call-by-value reduction by employing a value restriction [Swamy et al. 2011; Sjöberg et al. 2012]. In both designs the key idea is that the same reduction strategy is used for both term evaluation and type casts, ensuring a consistent behavior\(^1\) of reduction at both type and term level. While such consistency is easily ensured in a strongly normalizable calculus, as a term will always evaluate to the same normal form regardless of the reduction strategy, this it is not true for PITS which enables general recursion and loses strong normalization. For example, given term \((\lambda x : \text{Int}.\ 1) \perp\), where \(\perp\) is any diverging computation, such term evaluates to 1 with call-by-name semantics, but diverges with call-by-value semantics. In call-by-name/value PITS, we can trivially guarantee that no invalid reasoning steps can happen due to mismatches with the evaluation strategy.

Unfortunately, both call-by-name and call-by-value reduction are not congruent for type equivalence (e.g. \(\lambda x : \text{Int}.\ 1 + 1 \not\equiv \lambda x : \text{Int}.\ 2\)), which loses some expressiveness in terms of type level computation. The third variant called full PITS (Section 4.3) uses parallel reduction for

\(^1\)Note that the consistency of behavior is not logical consistency, but meant for reduction relations.
casts. Full PITS is more expressive than call-by-name/value PITS, and its type-level reduction is complete with respect to full beta-reduction employed by traditional PTS. Full PITS allows equating terms such as \( \text{Int} \rightarrow \text{Vec} (1 + 1) \) and \( \text{Int} \rightarrow \text{Vec} 2 \) as equal, which is not possible in call-by-name/value PITS. The price to pay for this more expressive and congruent design is some additional complexity of the formalization, and the lack of consistency between term and type level reduction\(^2\) (see Section 4.4.6). For all variants, type soundness and decidability of type-checking are proved.

One key finding is that while using call-by-value or call-by-name reduction in casts loses some expressive power for type-level computation, it allows those variants of PITS to have a simple and direct operational semantics and proofs. In contrast, the variant of PITS with parallel reduction retains the expressive power of PTS conversion, at the cost of a more complex metatheory where type-safety proofs must be shown indirectly by showing soundness/completeness to another variant of PTS. Similarly, many previous calculi including PTS\(_f\), a closely related calculus which is also based on PTS and explicit type conversions, rely on other variants of PTS to provide dynamic semantics and type-safety proofs. A detailed discussion of the trade-offs between the variants of PITS, as well as PTS\(_f\), is given in Section 4.4.

### 4.1 Call-by-name Pure Iso-Type Systems

We formally present the first variant of Pure Iso-Type Systems. PITS is very close to Pure Type Systems (PTS) [Barendregt 1992], except for two key differences: the existence of cast operators and general recursion. In this section, we focus on the call-by-name variant of PITS, which uses a call-by-name weak-head reduction strategy in casts. We show type safety for any PITS and decidability of type checking for a particular subset, i.e., functional PITS (see Definition 4.1.1). One important remark is that the dynamic semantics of call-by-name PITS is given by a direct small-step operational semantics, and type-safety is proved using the usual preservation and progress theorems.

#### 4.1.1 Syntax

Fig. 4.1 shows the syntax of PITS, including expressions, values and contexts. Like Pure Type Systems (PTS), PITS uses a unified representation for different syntactic levels. There is no syntactic distinction between terms, types or kinds sorts. Such unified syntax brings economy for type checking, since one set of typing rules can cover all syntactic levels. As in PTS, PITS contains a set of constants called Sorts, e.g., \( \times, \Box \), denoted by metavariable \( s \). By convention, we use metavariables \( A, B \), etc. for an expression on the type-level position and \( e \) for one on the term level. We use \( A \rightarrow B \) as a syntactic sugar for \( \Pi x : A. B \) if \( x \) does not occur free in \( B \).

**Cast Operators.** We introduce two new primitives \( \text{cast}_\uparrow \) and \( \text{cast}_\downarrow \) (pronounced as “cast up” and “cast down”) to replace the implicit conversion rule of PTS with one-step explicit type conversions. The cast operators perform two directions of conversion: \( \text{cast}_\downarrow \) is for the one-step reduction of types, and \( \text{cast}_\uparrow \) is for the one-step expansion. The \( \text{cast}_\uparrow \) construct needs a type annotation \( A \) as

---

\(^2\) For example, \( (\lambda x : \text{Int}. 1 + 1) \perp \) is a non-terminating term under call-by-value reduction but can be reduced to \( (\lambda x : \text{Int}. 2) \perp \) by parallel reduction.
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Expressions $e, A, B ::= x \mid s \mid e_1 \mid \lambda x : A. e \mid \Pi x : A. B \mid \mu x : A. e \mid cast^\uparrow [A] e \mid cast^\downarrow e$

Values $v ::= s \mid \lambda x : A. e \mid \Pi x : A. B \mid cast^\uparrow [A] e \mid cast^\downarrow e$

Contexts $\Gamma ::= \emptyset \mid \Gamma, x : A$

Syntactic Sugar

$A \to B \triangleq \Pi x : A. B$ where $x \not\in \text{FV}(B)$

$\text{cast}^n [A_1] e \triangleq \text{cast}^\downarrow [A_1]\{\text{cast}^\downarrow [A_2]\{\ldots (\text{cast}^\downarrow [A_n] e) \ldots \})$

$\text{where } A_1 \hookrightarrow A_2 \hookrightarrow \ldots \hookrightarrow A_n$

$\text{cast}^n e \triangleq \underbrace{\text{cast}^\downarrow \{\text{cast}^\downarrow \ldots (\text{cast}^\downarrow e) \ldots \}}_{n}$

Figure 4.1. Syntax of call-by-name PITS

the result type of one-step expansion for disambiguation, while $\text{cast}^\downarrow$ does not, since the result type of one-step reduction can be uniquely determined as discussed in Section 4.1.5.

We use syntactic sugar $\text{cast}^n$ and $\text{cast}^\downarrow$ to denote $n$ consecutive cast operators (see Fig. 4.1). Alternatively, one can introduce them as built-in operators and treat one-step casts as syntactic sugar instead. Though using built-in $n$-step casts can reduce the number of individual cast constructs, we do not adopt such alternative design in order to simplify the discussion of metatheory. Note that $\text{cast}^n$ is simplified to take just one type parameter, i.e., the last type $A_1$ of the $n$ cast operations. Due to the determinacy of one-step reduction (see Lemma 4.1.2), the intermediate types can be uniquely determined and left out.

**General Recursion.** We use the $\mu$-operator to uniformly represent recursive terms and types. The expression $\mu x : A. e$ can be used on the type level as a recursive type, or on term level as a fixpoint that is possibly non-terminating. For example, $A$ can be a single sort $s$, as well as a function type such as $\text{Int} \to \text{Int}$ or $s_1 \to s_2$.

4.1.2 Operational Semantics

Fig. 4.2 shows the small-step, call-by-name operational semantics. Three base cases include rule $R/\beta$ for beta reduction, rule $R/\mu$ for recursion unfolding and rule $R/\text{CASTELIM}$ for cast canceling. Two inductive cases, rule $R/App$ and rule $R/\text{CASTDN}$, define reduction at the head position of an application, and the inner expression of $\text{cast}^\downarrow$ terms, respectively. Note that rule $R/\text{CASTELIM}$ and rule $R/\text{CASTDN}$ do not overlap because in the former rule, the inner term of $\text{cast}^\downarrow$ is a value (see Fig. 4.1), i.e., $\text{cast}^\downarrow [A] e$. In rule $R/\text{CASTDN}$, the inner term is reducible and cannot be a value.

The reduction rules are called weak-head since only the head term of an application can be reduced, as indicated by the rule $R/App$. Reduction is also not allowed inside the $\lambda$-term and $\Pi$-term which are both defined as values. Weak-head reduction rules are used for both type conversion and term evaluation. To evaluate the value of a term-level expression, we apply the one-step (weak-head) reduction multiple times, i.e., multi-step reduction, the transitive and reflexive closure of the one-step reduction.

4.1.3 Typing

Fig. 4.3 gives the syntax-directed typing rules of PITS, including rules of context well-formedness $\vdash \Gamma$ and expression typing $\Gamma \vdash e : A$. Note that there is only a single set of rules for expression
(Call-by-name Reduction)

\[ (\lambda x : A. \ e_1) \ e_2 \mapsto e_1[x \mapsto e_2] \]

\[ \mu x : A. \ e \mapsto e[x \mapsto \mu x : A. \ e] \]

Figure 4.2. Operational semantics of call-by-name PITS

\[ \Gamma \vdash e : A \]

\[ \frac{T-\text{Ax}}{\Gamma \vdash x : A} \quad \frac{T-\text{Var}}{\Gamma \vdash x : A} \quad \frac{T-\text{Abs}}{\Gamma, x : A \vdash e : B} \quad \frac{T-\text{Prod}}{\Gamma, x : A \vdash B : s_2 \quad (s_1, s_2, s_3) \in \mathcal{R}} \]

\[ \frac{T-\text{Mu}}{\Gamma \vdash \mu x : A. \ e : A} \quad \frac{T-\text{CastUp}}{\Gamma \vdash B \mapsto A} \quad \frac{T-\text{CastDown}}{\Gamma \vdash \text{cast}_i \ (\text{cast}_j \ [A] \ e) \mapsto e} \]

\[ \vdash \emptyset \]

\[ \frac{\text{W-Nil}}{\vdash \emptyset} \quad \frac{\text{W-Cons}}{\Gamma \vdash A : s \quad x \text{ fresh in } \Gamma} \]

Figure 4.3. Typing rules of call-by-name PITS

typing, as there is no distinction of different syntactic levels. Most typing rules are quite standard. We write \( \vdash \Gamma \) if a context \( \Gamma \) is well-formed. We use \( \Gamma \vdash A : s \) to check if \( A \) is a well-formed type.

PITS is a family of type systems similarly to PTS, parametrized by the axiom set \( A \subseteq (S \times S) \) for typing sorts and rule set \( \mathcal{R} \subseteq (S \times S \times S) \) for checking well-formedness of Pi-types (see also Section 2.1.1). Rule T-Ax checks whether sort \( s_1 \) can be typed by sort \( s_2 \) if \( (s_1, s_2) \in A \) holds. Rule T-Var checks the type of variable \( x \) from the valid context. Rule T-App and rule T-Abs check the validity of application and abstraction respectively. Rule T-Prod checks the type well-formedness of the dependent type function by checking if \( (s_1, s_2, s_3) \in \mathcal{R} \). Rule T-Mu checks the validity of a recursive term. It ensures that the recursion \( \mu x : A. \ e \) should have the same type \( A \) as the binder \( x \) and also the inner term \( e \).

Note that unlike the traditional presentation of PTS (see Figure 2.1), rule T-Abs does not rely on rule T-Prod to check the well-formedness of Pi-types, but directly embeds the premises from rule T-Prod. Several PTS-based calculi in the literature such as PTS\( f \) also use such a definition.
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that can reduce dependencies between rules and simplify proofs of metatheory.

The Cast Rules. We focus on the rule T-CASTUP and rule T-CASTDN that define the semantics of cast operators and replace the conversion rule of PTS. The relation between the original and converted type is defined by one-step call-by-name reduction (see Fig. 4.2). For example, given a judgment \( \Gamma \vdash e : A_2 \) and relation \( A_1 \rightarrow A_2 \rightarrow A_3 \), \( \text{cast}_t \) \( e \) expands the type of \( e \) from \( A_2 \) to \( A_1 \), while \( \text{cast} \) \( e \) reduces the type of \( e \) from \( A_2 \) to \( A_3 \). We can formally give the typing derivations of the examples in Section 3.1.3:

\[
\begin{align*}
\Gamma \vdash e : (\lambda x : \ast . x) \text{Int} & \quad \Gamma \vdash 3 : \text{Int} & \quad \Gamma \vdash (\lambda x : \ast . x) \text{Int} : \ast \\
(\lambda x : \ast . x) \text{Int} \rightarrow \text{Int} & \quad (\lambda x : \ast . x) \text{Int} \rightarrow \text{Int} & \\
\Gamma \vdash (\text{cast}_t \ e) : \text{Int} & \quad \Gamma \vdash (\text{cast}_t [(\lambda x : \ast . x) \text{Int}] 3) : (\lambda x : \ast . x) \text{Int}
\end{align*}
\]

Importantly, in PITS term-level and type-level computation are treated differently. Term-level computation is dealt in the usual way, by using multi-step reduction until a value is finally obtained. Type-level computation, on the other hand, is controlled by the program: each step of the computation is induced by a cast. If a type-level program requires \( n \) steps of computation to reach the normal form, then it will require \( n \) casts to compute a type-level value.

Syntactic Equality. Finally, the definition of type equality in PITS differs from PTS. Without the conversion rule, the type of a term in PITS cannot be converted freely against beta equality, unless using cast operators. Thus, types of expressions are equal only if they are syntactically equal (up to alpha renaming).

4.1.4 The Two Faces of Recursion

One key difference from PTS is that PITS supports general recursion for both terms and types. We discuss general recursion on two levels and show how iso-types generalize iso-recursive types.

Term-level Recursion. In PITS, the \( \mu \)-operator works as a fixpoint on the term level. By rule R-Mu, evaluating a term \( \mu x : A . e \) will substitute all \( x \)'s in \( e \) with the whole \( \mu \)-term itself, resulting in the unfolding \( e[x \mapsto \mu x : A . e] \). The \( \mu \)-term is equivalent to a recursive function that should be allowed to unfold without restriction.

Recall the factorial function example in Section 3.1.4. By rule T-Mu, the type of \( \text{fact} \) is \( \text{Int} \rightarrow \text{Int} \). Thus we can apply \( \text{fact} \) to an integer. Note that by rule R-Mu, \( \text{fact} \) will be unfolded to a \( \lambda \)-term. Assuming the evaluation of \text{if-then-else} construct and arithmetic expressions follows the one-step reduction, we can evaluate the term \( \text{fact} \ 3 \) as follows:

\[
\begin{align*}
\text{fact} \ 3 & \\
\leftrightarrow & (\lambda x : \text{Int}. \text{if } x == 0 \text{ then } 1 \text{ else } x \times \text{fact} (x - 1)) \ 3 \quad \text{-- by rule R-App} \\
\leftrightarrow & \text{if } 3 == 0 \text{ then } 1 \text{ else } 3 \times \text{fact} (3 - 1) \quad \text{-- by rule R-Beta} \\
\leftrightarrow & \ldots \leftrightarrow 6
\end{align*}
\]

Note that we never check if a \( \mu \)-term can terminate or not, which is an undecidable problem for general recursive terms. The factorial function example above can stop, while there exist some terms that will loop forever. However, term-level non-termination is only a runtime concern and
does not block the type checker. In Section 4.1.5 we show type checking PITS is still decidable in the presence of general recursion.

**Type-level Recursion.** On the type level, \( \mu x : A. e \) works as an iso-recursive type [Crary et al. 1999], a kind of recursive type that is not equal but only isomorphic to its unfolding (see also Section 2.3.1). In PITS, we do not need to introduce fold and unfold operators, because with the rule R-Mu, \( \text{cast}_\uparrow \) and \( \text{cast}_\downarrow \) generalize fold and unfold, respectively. Suppose that we have terms \( e_1 \) and \( e_2 \) such that \( e_1 : \mu x : A. B \) and \( e_2 : B[x \mapsto \mu x : A. B] \). The type of \( e_2 \) is the unfolding of \( e_1 \)'s type, which follows the one-step reduction relation by rule R-Mu:

\[
\mu x : A. B \leftrightarrow B[x \mapsto \mu x : A. B]
\]

By applying rule T-CastUp and rule T-CastDN, we can obtain the following typing results:

\[
\begin{align*}
\text{cast}_\downarrow e_1 & : B[x \mapsto \mu x : A. B] \\
\text{cast}_\uparrow [\mu x : A. B] e_2 & : (\mu x : A. B)
\end{align*}
\]

Thus, \( \text{cast}_\uparrow \) and \( \text{cast}_\downarrow \) witness the isomorphism between the original recursive type and its unfolding, behaving in the same way as fold and unfold in iso-recursive types as in Section 2.3.1.

\[
\begin{array}{c}
\mu x : A. B \\
\text{cast}_\downarrow [\mu x : A. B] \\
\text{cast}_\uparrow \end{array} \xrightarrow{\text{R-Mu}} B[x \mapsto \mu x : A. B]
\]

An important remark is that casts are necessary, not only for controlling the unfolding of recursive types, but also for type conversion of other constructs, which is essential for encoding parametrized algebraic datatypes (see Section 3.2.1).

### 4.1.5 Metatheory of Call-by-name PITS

We now discuss the metatheory of call-by-name PITS. We focus on two properties: the decidability of type checking and the type safety of the language. Firstly, we show that type checking for a functional subset [Siles and Herbelin 2012] of PITS is decidable without requiring strong normalization. Secondly, any PITS is type-safe, proven by subject reduction and progress lemmas [Wright and Felleisen 1994].

**Decidability of Type Checking for Functional PITS.** We limit the discussion in this paragraph to a subclass of PITS, functional PITS:

**Definition 4.1.1.** A PITS is functional if:

1. for all \( s_1, s_2, s'_2 \), if \( (s_1, s_2) \in \mathcal{A} \) and \( (s_1, s'_2) \in \mathcal{A} \), then \( s_2 \equiv s'_2 \).
2. for all \( s_1, s_2, s_3, s'_3 \), if \( (s_1, s_2, s_3) \in \mathcal{R} \) and \( (s_1, s_2, s'_3) \in \mathcal{R} \), then \( s_3 \equiv s'_3 \).

Such definition is the same as the one of functional PTS [Siles and Herbelin 2012], or singly-sorted PTS [Barendregt 1992] (see also Section 2.1.1). Functional PITS enjoys uniqueness of typing, i.e., typing result is unique up to alpha equality:

**Lemma 4.1.1 (Uniqueness of Typing for Functional PITS).** In any functional PITS, if \( \Gamma \vdash e : A \) and \( \Gamma \vdash e : B \), then \( A \equiv B \).
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For simplicity reasons, we only discuss decidability for functional PITS, where the proof can be significantly simplified by the uniqueness of typing lemma. For non-functional PITS, one may follow the proof strategy similarly used in non-functional PTS [van Benthem Jutting 1993], by proving the “Uniqueness of Domains” lemma instead. We leave the decidability proof for non-functional PITS as future work.

For functional PITS, the proof for decidability of type checking is by induction on the structure of $e$. The non-trivial case is for cast-terms with typing rule $\text{T-CastUp}$ and rule $\text{T-CastDN}$. Both rules contain a premise that needs to judge if two types $A$ and $B$ follow the one-step reduction, i.e., if $A \rightarrow B$ holds. We show that $B$ is unique with respect to the one-step reduction, or equivalently, reducing $A$ by one step will get only a sole result $B$. Such property is given by the following lemma:

Lemma 4.1.2 (Determinacy of One-step Call-by-name Reduction). If $e \leftrightarrow e_1$ and $e \leftrightarrow e_2$, then $e_1 \equiv e_2$.

We use the notation $\equiv$ to denote the alpha equivalence of $e_1$ and $e_2$. Note that the presence of recursion does not affect this lemma: given a recursive term $\mu x : A. e$, by rule $\text{R-Mu}$, there always exists a unique term $e' \equiv e[x \mapsto \mu x : A. e]$ such that $\mu x : A. e \leftrightarrow e'$. With this result, we show that it is decidable to check whether the one-step relation $A \rightarrow B$ holds. We first reduce $A$ by one step to obtain $A'$ (which is unique by Lemma 4.1.2), and compare if $A'$ and $B$ are syntactically equal. Thus, we can further show type checking cast-terms is decidable.

By the definition of functional PITS, checking the type of sorts and well-formedness of I-types are decidable. For other cases, type checking is decidable by the induction hypothesis and uniqueness of typing (see Lemma 4.1.1). Thus, we can conclude the decidability of type checking $^3$:

Theorem 4.1.1 (Decidability of Type Checking for Functional PITS). In any functional PITS, given a well-formed context $\Gamma$ and a term $e$, it is decidable to determine if there exists $A$ such that $\Gamma \vdash e : A$.

We emphasize that when proving the decidability of type checking, we do not rely on strong normalization. Intuitively, explicit type conversion rules use one-step call-by-name reduction, which already has a decidable checking algorithm according to Lemma 4.1.2. We do not need to further require the normalization of terms. This is different from the proof for PTS which requires the language to be strongly normalizing [van Benthem Jutting 1993]. In PTS the conversion rule needs to examine the beta equivalence of terms, which is decidable only if every term has a normal form.

Type Safety for all PITS. Type safety holds for any PITS, not just functional PITS. The proof of the type safety is by showing subject reduction and progress lemmas [Wright and Felleisen 1994]:

Theorem 4.1.2 (Subject Reduction of Call-by-name PITS). If $\Gamma \vdash e : A$ and $e \leftrightarrow e'$ then $\Gamma \vdash e' : A$.

Theorem 4.1.3 (Progress of Call-by-name PITS). If $\emptyset \vdash e : A$ then either $e$ is a value $v$ or there exists $e'$ such that $e \leftrightarrow e'$.

$^3$ This theorem is also called decidability of typability [Barendregt 1992, Section 4.4] where the typing result $A$ is not given and constructed by the typing algorithm.
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The proof of subject reduction is straightforward by induction on the derivation of \( \Gamma \vdash e : A \) and inversion of \( e \leftrightarrow e' \). Some cases need supporting lemmas: rule R-CastElim requires Lemma 4.1.2; rule R-Beta and rule R-Mu require the following substitution lemma:

**Lemma 4.1.3 (Substitution of Call-by-name PITS).** If \( \Gamma_1, x : B, \Gamma_2 \vdash e_1 : A \) and \( \Gamma_1 \vdash e_2 : B \), then \( \Gamma_1, \Gamma_2[x \mapsto e_2] \vdash e_1[x \mapsto e_2] : A[x \mapsto e_2] \).

The proof of progress is also standard by induction on \( \emptyset \vdash e : A \). Notice that \( \text{cast} \uparrow [A] e \) is a value, while \( \text{cast} \downarrow e_1 \) is not: by rule R-CastDN, \( e_1 \) will be constantly reduced until it becomes a value that could only be in the form \( \text{cast} \uparrow [A] e \) by typing rule T-CastDN. Then rule R-CastElim can be further applied and the evaluation does not get stuck. Another notable remark is that when proving the case for application \( e_1 e_2 \), if \( e_1 \) is a value, it could only be a \( \lambda \)-term but not a \( \text{cast} \uparrow \)-term. Otherwise, suppose \( e_1 \) has the form \( \text{cast} \uparrow [\Pi x : A. B] e'_1 \). By inversion, we have \( \emptyset \vdash e'_1 : A' \) and \( \Pi x : A. B \hookrightarrow \rightarrow A' \). But such \( A' \) does not exist because \( \Pi x : A. B \) is a value which is not reducible.

4.2 Call-by-value Pure Iso-Type Systems

Pure Iso-Type Systems enjoy the flexibility of choosing different reduction rules for type conversion or term evaluation. In this section, we present another variant of PITS which uses call-by-value reduction, a more commonly used reduction strategy. All metatheory presented in Section 4.1, including type safety and decidability of typing, still holds for this variant. Call-by-value is interesting because, for applications, the arguments are reduced before beta reduction. Such reduction is problematic for dependent functions types in a setting with iso-types. We address this problem by using a form of value restriction, inspired by previous work [Swamy et al. 2011; Sjöberg et al. 2012].

4.2.1 Value Restriction

Call-by-value reduction (\( \hookrightarrow_v \)) requires the argument of beta reduction to be a value (\( v \)). A typical leftmost reduction strategy of an application is that, one first reduces the function part to a value, then further reduces the argument. Such process is witnessed by the following reduction rules:

\[
\begin{align*}
\text{RV-Beta} & \quad (\lambda x : A. e) v \rightarrow_v e[x \mapsto v] \\
\text{RV-AppL} & \quad e_1 \rightarrow_v e'_1 \quad e_1 e_2 \rightarrow_v e'_1 e'_2 \\
\text{RV-AppR} & \quad e \rightarrow_v e' \quad v e \rightarrow_v v e'
\end{align*}
\]

A function in PITS can be dependent. That is the function type can depend on the argument. For example, suppose that \( f \) is a dependent function generating a length-indexed list with given length \( n \), with the following type:

\[
f : (\Pi n : Int. Vec n)
\]

By rule RV-AppR, the reduction \( f (1 + 1) \rightarrow_v f 2 \) holds. However, the types of two sides of the reduction are different:

\[
\begin{align*}
f (1 + 1) & : Vec (1 + 1) \\
f 2 & : Vec 2
\end{align*}
\]
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Notice that PITS does not contain an implicit conversion rule. Without an explicit type conversion, subject reduction does not hold. There are at least two possible ways to deal with this issue: 1) introducing a type cast for reduction; 2) requiring the dependent function to be applied to a value only. For simplicity reasons, we choose the second method: a value restriction. The first method entangles types with reduction, which makes the semantics more complicated.

Typing Rules with Value Restriction. Now we have two typing rules for the function application:

$$\text{TV-AppV}$$

\[
\Gamma \vdash_{\nu} e : \Pi x : A. B \quad \Gamma \vdash_{\nu} v : A \\
\Gamma \vdash_{\nu} e\,v : B[x \mapsto v]
\]

$$\text{TV-App}$$

\[
\Gamma \vdash_{\nu} e_1 : A \rightarrow B \quad \Gamma \vdash_{\nu} e_2 : A \\
\Gamma \vdash_{\nu} e_1\,e_2 : B
\]

If a function is dependent the argument must be a value ($v$). Otherwise, the function is non-dependent and there is no restriction on its argument. Recall that the arrow type is syntactic sugar for the non-dependent $\Pi$-type (see Figure 4.1). Note that these two typing rules overlap: the $\Pi$-type of $e$ in rule TV-AppV could be non-dependent. In such case, $B = B[x \mapsto v]$ and rule TV-AppV has the same typing result as rule TV-App. Thus, such overlapping does not cause any determinacy issues.

Two Sides of Value Restriction. Imposing such value restriction in PITS has both pros and cons. On one side, type-safety proofs are quite simple (see Section 4.2.3). We can safely rule out the case that breaks type preservation when reducing the argument of a dependent function application. Recalling the example above, a reduction like $f (1 + 1) \mapsto_{\nu} f \,2$ is not possible since $f (1 + 1)$ will be rejected by the type system in the first place. The argument $(1 + 1)$ of the dependent function $f$ is not a value, so $f (1 + 1)$ is not a well-typed term. Thus, if a function is applied to a reducible argument it must be a non-dependent function in order to ensure type preservation.

Though users can easily write $f \,2$ as a workaround to satisfy the type system instead of $f (1 + 1)$, there is no alternative way to express terms such as $f (x + y)$ where the argument cannot be reduced to a value. Thus, the value restriction makes the type system become more restrictive on dependent function applications — users can only provide values but not arbitrary arguments to dependent functions. Nonetheless, there is no restriction on applying non-dependent functions to arguments, e.g., $\text{id} (x + y)$ where $\text{id} = \lambda z : \text{Int}. \; z$. In other words, there is no loss of expressiveness with respect to non-dependently typed programming.

Alternative to the Value Restriction. Instead of the value restriction, one could simultaneously add casts when reducing dependent function applications. Supposing we drop the value restriction, for the same example of $f$, noticing that $\text{Vec} (1 + 1) \mapsto_{\nu} \text{Vec} \,2$, we can obtain

$$f \,2 : \text{Vec} \,2$$

$$\text{cast}_T [\text{Vec} (1 + 1)](f \,2) : \text{Vec} (1 + 1)$$

Then, $f (1 + 1) \mapsto_{\nu} \text{cast}_T [\text{Vec} (1 + 1)](f \,2)$ preserves the type with an extra $\text{cast}_T$. However, such reduction relation involves types due to the annotation of casts. For simplicity reasons, we
leave this extension as future work (see Section 8.2) and stick to value restriction for a simpler meta-theory.

4.2.2 Reduction with Open Terms

In call-by-value PITS, cast operators also use one-step call-by-value reduction to perform type conversions. Open terms that contain free variables may occur during reduction, e.g., \((\lambda x : \text{Int} \cdot y)\), where \(y\) is a free variable. Using the rule RV-BETA, the reduction can only be performed if \(y\) is a value. To allow beta reduction of such open terms, we allow variables as values. Traditional call-by-value calculi do not have such definitions, since reduction is used for term evaluation but not type conversion. Nevertheless, several call-by-value calculi that involve type conversion allow treating variables as values, such as Fireball Calculus [Paolini and Della Rocca 1999], as well as several open call-by-value calculi [Accattoli and Guerrieri 2016], and Zombie [Sjöberg et al. 2012; Casinghino et al. 2014]. To make such definition work, we need to ensure that a variable is substituted with a value. The rule RV-BETA already ensures such requirement.

Recursion and Recursive Types. For a recursive term \(\mu x : A \cdot e\), its unfolding has the form \(e[x \mapsto \mu x : A \cdot e]\) such that the substituted term is the term itself. Thus, we need to treat \(\mu\)-terms as values as in traditional call-by-value settings. One consequence is that a \(\mu\)-term now is only unfolded when it is placed at the function part of an application, or inside \(\text{cast}\_\downarrow\):
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(Syntax)

Expressions
\[ e, A, B ::= x \mid s \mid e_1 \; e_2 \mid \lambda x : A. \; e \mid \Pi x : A. \; B \mid \mu x : A. \; e \]

Values
\[ v ::= \| x \| \lambda x : A. \; e \| \Pi x : A. \; B \| \mu x : A. \; e \| \text{cast}_\Gamma [A] \; v \]

Contexts
\[ \Gamma ::= \emptyset \mid \Gamma, x : A \]

(Call-by-value Reduction)

RV-Beta
\[ (\lambda x : A. \; e) \overset{\emptyset}{\longrightarrow} e[x \mapsto \emptyset] \]

RV-Mu
\[ (\mu x : A. \; e) \overset{\emptyset}{\longrightarrow} (e[x \mapsto \mu x : A. \; e]) \]

RV-App
\[ e \; e' \overset{\emptyset}{\longrightarrow} e \]

RV-Var
\[ e \overset{\emptyset}{\longrightarrow} e \]

RV-AppR
\[ e \; e' \overset{\emptyset}{\longrightarrow} e' \]

RV-Castup
\[ e \overset{\emptyset}{\longrightarrow} e' \]

RV-Castdn-Mu
\[ \text{cast}_\Gamma \; (\mu x : A. \; e) \overset{\emptyset}{\longrightarrow} \text{cast}_\Gamma \; (e[x \mapsto \mu x : A. \; e]) \]

RV-CastElim
\[ \text{cast}_\Gamma \; (\text{cast}_\Gamma [A] \; v) \overset{\emptyset}{\longrightarrow} v \]

(Typing of Call-by-value PITS)

TV-Ax
\[ (s_1, s_2) \in A \quad \Gamma \vdash_\nu s_1 : s_2 \quad \Gamma \vdash_\nu x : A \]

TV-Var
\[ e \overset{\emptyset}{\longrightarrow} e \]

TV-App
\[ \Gamma \vdash_\nu e_1 : A \rightarrow B \quad \Gamma \vdash_\nu e_2 : A \quad \Gamma \vdash_\nu e_1 \; e_2 : B \]

TV-Prod
\[ \Gamma, x : A \vdash_\nu B : s_2 \quad (s_1, s_2, s_3) \in \mathcal{R} \quad \Gamma \vdash_\nu \Pi x : A. \; B : s_3 \]

TV-Castup
\[ \Gamma \vdash_\nu B : s \quad \Gamma \vdash_\nu e : A \quad B \overset{\emptyset}{\longrightarrow} A \quad \Gamma \vdash_\nu \text{cast}_\nu[B] \; e : B \]

TV-Mu
\[ \Gamma \vdash_\nu A : s \quad \Gamma, x : A \vdash_\nu e : A \quad \Gamma \vdash_\nu \mu x : A. \; e : A \]

TV-Castdn
\[ \Gamma \vdash_\nu e : A \quad A \overset{\emptyset}{\longrightarrow} B \quad \Gamma \vdash_\nu \text{cast}_\nu e : B \]

(Well-formedness)

WV-Nil
\[ \Gamma \overset{\emptyset}{\longrightarrow} \]

WV-Cons
\[ \Gamma \vdash_\nu A : s \quad x \text{ fresh in } \Gamma \quad \Gamma, x : A \]

Figure 4.4. Call-by-value PITS

Lemma 4.2.1 (Substitution of Call-by-value PITS). If \( \Gamma_1, x : B, \Gamma_2 \vdash_\nu e : A \) and \( \Gamma_1 \vdash_\nu v : B \), then \( \Gamma_1, \Gamma_2 \[x \mapsto v\] \vdash_\nu e \[x \mapsto v\] : A \[x \mapsto v\].

We now require substituted terms to be values. With such a change, type preservation of reducing open terms is possible, as discussed in Section 4.2.2. Such restricted substitution lemma is sufficient.
for proving subject reduction, because all substituted terms are values in reduction rules (see Figure 4.4). The subject reduction and progress lemmas can be proved in a similar way to call-by-name PITS:

**Theorem 4.2.1** (Subject Reduction of Call-by-value PITS). If $\Gamma \vdash e : A$ and $e \rightsquigarrow e'$ then $\Gamma \vdash e' : A$.

**Theorem 4.2.2** (Progress of Call-by-value PITS). If $\emptyset \vdash e : A$ then either $e$ is a value $v$ or there exists $e'$ such that $e \rightsquigarrow e'$.

Like call-by-name reduction, the one-step call-by-value reduction is deterministic:

**Lemma 4.2.2** (Determinacy of One-step Call-by-value Reduction). If $e \rightsquigarrow e_1$ and $e \rightsquigarrow e_2$, then $e_1 \equiv e_2$.

Similarly, for functional PITS, we have typing uniqueness and decidable type checking:

**Lemma 4.2.3** (Uniqueness of Typing for Functional PITS). In any functional PITS, if $\Gamma \vdash e : A$ and $\Gamma \vdash e : B$, then $A \equiv B$.

**Theorem 4.2.3** (Decidability of Type Checking for Functional PITS). In any functional PITS, given a well-formed context $\Gamma$ and a term $e$, it is decidable to determine if there exists $A$ such that $\Gamma \vdash e : A$.

### 4.3 Iso-Types with Full Casts

In Sections 4.1 and 4.2, we have introduced two variants of PITS that use one-step call-by-name/value reduction for both term evaluation and type conversion. The use of those reduction strategies simplifies the design and metatheory, at the cost of some expressiveness (e.g. cannot encode the vector example in Section 3.2.4). To gain extra expressiveness, we take one step further to generalize casts with full reduction. In this section, we present a third variant of PITS called full PITS, where casts use a decidable parallel reduction relation for type conversion. The trade-off is some extra complexity in the metatheory. We show that full PITS has decidable type checking and type safety that holds up to erasure. The proofs and metatheory design is inspired by approaches used in Zombie [Sjöberg and Weirich 2015] and Guru [Stump et al. 2008].

#### 4.3.1 Full Casts with Parallel Reduction

Cast operators in call-by-name/value PITS use the same one-step reduction as term evaluation for type-level computation. We refer to them as weak casts, because they lack the ability to do full type-level computation where reduction can occur at any position of terms. For example, weak casts cannot convert the type $Vec (1 + 1)$ to $Vec 2$, because 1) for call-by-name reduction, the desired reduction is at the non-head position; 2) for call-by-value reduction, the term is rejected due to the value restriction. Thus, we generalize weak casts to full casts ($\text{cast}_\uparrow$ and $\text{cast}_\downarrow$) utilizing a one-step decidable parallel reduction ($\rightsquigarrow_p$) relation for type conversion. Figure 4.5 shows the definition of $\rightsquigarrow_p$. This relation allows reducing terms at any position, including non-head positions or inside binders, e.g., $\lambda x : \text{Int}. 1 + 1 \rightarrow_p \lambda x : \text{Int}. 2$. Thus full type-level computation for casts is enabled.
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\[ r_1 \rightarrow_p r_2 \]

\[ (\lambda x : R. r_1) r_2 \rightarrow_p r_1 [x \mapsto r_2] \]
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(Syntax)

Expressions \( r, R \) ::= \( x \mid s \mid r_1 r_2 \mid \lambda x : R. r \mid \Pi x : R_1. R_2 \mid \mu x : R. r \)

Values \( u \) ::= \( s \mid \lambda x : R. r \mid \Pi x : R_1. R_2 \)

Contexts \( \Delta \) ::= \( \emptyset \mid \Delta, x : R \)

\[ r_1 \rightsquigarrow r_2 \]

(Weak-head Reduction)

\[
\begin{align*}
\Delta \vdash r : R \\
\text{TE-AX} & \quad (s_1, s_2) \in \mathcal{A} \\
\text{TE-VAR} & \quad \Delta \vdash \Delta \\
\text{TE-APPL} & \quad \Delta \vdash x : R \\
\text{TE-MU} & \quad \Delta \vdash \mu x : R. r : R
\end{align*}
\]

(Typing of \( \text{PTS}_\mu \))

\[
\begin{align*}
\text{RE-BETA} & \quad \lambda x : R_1 \rightsquigarrow r_1 | x \rightsquigarrow r_2 \\
\text{RE-APP} & \quad r_1 \rightsquigarrow r_1' \\
\text{RE-MU} & \quad \mu x : R. r \rightsquigarrow r[\mu x : R. r]
\end{align*}
\]

(Well-formedness)

\[
\begin{align*}
\Delta \vdash \Delta \\
\text{WE-NIL} & \quad \Delta \vdash \emptyset \\
\text{WE-CONS} & \quad \Delta \vdash r : \mathcal{R} \\
\end{align*}
\]

Figure 4.7. \( \text{PTS}_\mu \)

Secondly, the definition of parallel reduction in Figure 4.5 is slightly different from the standard one for \( \text{PTS} \) [Adams 2006]. It is partially parallel: rule \( \text{P-RED} \) and rule \( \text{P-MuRED} \) do not parallel reduce sub-terms, but only do beta reduction and recursion unfolding, respectively. The confluence property for one-step reduction is lost\(^4\). Nevertheless, such definition makes the decidability property (see Lemma 4.3.5) easier to prove than the conventional fully parallel version, thus it is called decidable parallel reduction. It also requires fewer reduction steps than the non-parallel version, thus correspondingly needs fewer casts.

Thirdly, parallel reduction does not have the determinacy property like weak-head reduction (Lemma 4.1.2). For example, for the term \( (\lambda x : \text{Int}. \ 1 + 1) \) we can (parallel) reduce it to either \( (\lambda x : \text{Int}. \ 2) \) by rule \( \text{P-APPL} \) and rule \( \text{P-Abs} \), or \( 1 + 1 \) by rule \( \text{P-RED} \). Thus, to ensure the decidability, we also need to add the type annotation for \( \text{cast}_\theta \) operator to indicate what exact type we want to reduce to. Similarly to \( \text{cast}_\theta \), \( \text{cast}_\theta \ [A] \ v \) is a value, which is different from the

\(^4\)Notice that multi-step reduction \( \rightsquigarrow_\mu^\ast \) is still confluent since it is equivalent to multi-step full beta reduction \( \rightsquigarrow_\beta^\ast \) (see Lemma 4.3.3) which is confluent.
4.3.1 Typing of Full PITS

Expressions:  
\[ e, A, B ::= x \mid s \mid e_1 \mid e_2 \mid \lambda x : A. e \mid \Pi x : A. B \mid \mu x : A. e \mid \text{cast}_\phi [A] e \mid \text{cast}_\psi [A] e \]

Contexts:  
\[ \Gamma ::= \emptyset \mid \Gamma, x : A \]

\( \Gamma \vdash \text{cast}_\uparrow [A] e : B \]

\( \Gamma \vdash \text{cast}_\downarrow [A] e : B \)

4.3.2 Metatheory

We show that the two key properties, type safety and decidability of type checking, still hold in full PITS.

call-by-name/value variant.

Figure 4.8 shows the specification of full PITS. Changes from call-by-name/value PITS are highlighted. Note that we do not define operational semantics directly but up to erasure. Reduction relations are defined in \( \text{PTS}_\mu \) only for terms after erasure. Similarly, syntactic values are not defined in full PITS but defined for erased terms, ranged over by \( u \) in \( \text{PTS}_\mu \) (see Figure 4.7). This is different from call-by-name/value PITS, where reduction rules for type casting and term evaluation are the same, i.e., the one-step call-by-name/value reduction. In full PITS, parallel reduction is only used by casts, while a separate reduction is used for term evaluation. For simplicity reasons, we choose the call-by-name reduction (\( \to \)) for term evaluation for erased terms in \( \text{PTS}_\mu \) (see Figure 4.7).

4.3.2 Metatheory

We show that the two key properties, type safety and decidability of type checking, still hold in full PITS.
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(Full Reduction)

\[ r_1 \rightarrow_{\beta} r_2 \]

B-Red
\[ (\lambda x : R. r_1) r_2 \rightarrow_{\beta} r_1 [x \mapsto r_2] \]

B-App1
\[ r_1 \rightarrow_{\beta} r_1' \]
\[ r_2 \rightarrow_{\beta} r_2' \]
\[ r_1 \rightarrow_{\beta} r_1' \]
\[ r_2 \rightarrow_{\beta} r_2' \]

B-App2

B-Abs1
\[ R \rightarrow_{\beta} R' \]
\[ \lambda x : R. r \rightarrow_{\beta} \lambda x : R'. r' \]

B-Abs2
\[ r \rightarrow_{\beta} r' \]
\[ \lambda x : R. r \rightarrow_{\beta} \lambda x : R'. r' \]

B-Prod1
\[ \Pi x : R_1. R_2 \rightarrow_{\beta} \Pi x : R_1'. R_2' \]

B-MuRed
\[ \mu x : R. r \rightarrow_{\beta} r [x \mapsto \mu x : R. r] \]

B-Mu1
\[ R \rightarrow_{\beta} R' \]
\[ \mu x : R. r \rightarrow_{\beta} \mu x : R'. r' \]

B-Mu2
\[ \mu x : R. r \rightarrow_{\beta} \mu x : R'. r' \]

Figure 4.9. Full beta reduction

Type Safety. Full casts are more expressive but also complicate the metatheory: term evaluation could get stuck using full casts. For example, the following term,
\[ (\text{cast}_{\text{\textless}} \ [\text{Int} \rightarrow \text{Int}] \ (\lambda x : ((\lambda y : \ast. y) \ \text{Int}). \ x)) \text{\textless} \]
cannot be further reduced because the head position is already a value but not a \( \lambda \)-term. Note that weak casts do not have such problem because only cast\_ is annotated and it is not legal to have a \( \Pi \)-type in the annotation (see last paragraph of Section 4.1.5). To avoid getting stuck by full casts, one could introduce several cast push rules similar to System FC [Sulzmann et al. 2007]. For example, the stuck term above can be further evaluated by pushing cast\_ into the \( \lambda \)-term:
\[ (\text{cast}_{\text{\textless}} \ [\text{Int} \rightarrow \text{Int}] \ (\lambda x : ((\lambda y : \ast. y) \ \text{Int}). \ x)) \text{\textless} \rightarrow (\lambda x : \text{Int}. \ x) \text{\textless} \]

However, adding “push rules” significantly complicates the reduction relations and metatheory. Instead, we adopt the erasure approach inspired by Zombie [Sjöberg and Weirich 2015] and Guru [Stump et al. 2008] that removes all casts when proving the type safety. The typing of erased terms follow the type system PTS\_ (see Figure 4.7). The typing judgment is \( \Delta \vdash r : R \) where \( \Delta \) ranges over the erased context.

PTS\_ is a variant of PTS with recursion. We follow the standard proof steps for PTS [Barendregt 1992]. The substitution and progress lemmas are stated as follows:

Lemma 4.3.1 (Substitution of PTS\_). If \( \Delta_1, x : R', \Delta_2 \vdash r_1 : R \) and \( \Delta_1 \vdash r_2 : R' \), then \( \Delta_1, \Delta_2[x \mapsto r_2] \vdash r_1[x \mapsto r_2] : R[x \mapsto r_2] \).

Theorem 4.3.1 (Progress of PTS\_). If \( \emptyset \vdash r : R \) then either \( r \) is a value \( u \) or there exists \( r' \) such that \( r \leftrightarrow r' \).

Notice that term evaluation uses the weak-head reduction \( \leftrightarrow \). We only need to prove subject reduction and progress theorems for \( \rightarrow \). But we generalize the result for subject reduction, which holds up to the parallel reduction \( \rightarrow_p \). We first show subject reduction holds for one-step full
beta reduction $\rightarrow_\beta$ (see Figure 4.9) and multi-step full beta reduction $\rightarrow_\beta^*$, i.e., reflexive and transitive closure of $\rightarrow_\beta$.

**Lemma 4.3.2** (Subject Reduction for Full Beta Reduction). 1. If $\Delta \vdash r : R$ and $r \rightarrow_\beta r'$ then $\Delta \vdash r' : R$.

2. If $\Delta \vdash r : R$ and $r \rightarrow_\beta^* r'$ then $\Delta \vdash r' : R$.

Then we show $\rightarrow_\beta^*$ is equivalent to multi-step parallel reduction $\leftrightarrow_p$, i.e., transitive closure of $\leftrightarrow_p$ (since it is already reflexive):

**Lemma 4.3.3** (Equivalence of Parallel Reduction). Given $r_1$ and $r_2$, $r_1 \rightarrow_\beta^* r_2$ holds if and only if $r_1 \leftrightarrow_p r_2$ holds.

Thus, subject reduction for parallel reduction $\leftrightarrow_p$ is an immediate corollary:

**Theorem 4.3.2** (Subject Reduction for Parallel Reduction). If $\Delta \vdash r : R$ and $r \leftrightarrow_p r'$ then $\Delta \vdash r' : R$.

Finally, given that the PTS$_\mu$ is type-safe, if we want to show the type-safety of full PITS, it is sufficient to show the typing is preserved after erasure:

**Lemma 4.3.4** (Soundness of Erasure). If $\Gamma \vdash \ell : A$ then $|\Gamma| \vdash |\ell| : |A|$.

**Decidability of Type Checking.** The proof of decidability of type checking full PITS is similar to call-by-name PITS in Section 4.1.5. We also limit discussion of decidability to functional PITS (see Definition 4.1.1). The only difference is for cast rule TF-CASTUP and rule TF-CASTDN, which use parallel reduction $|A_1| \leftrightarrow_p |A_2|$ as a premise. We first show the decidability of parallel reduction:

**Lemma 4.3.5** (Decidability of Parallel Reduction). Given $r_1$ and $r_2$, it is decidable to determine whether $r_1 \leftrightarrow_p r_2$ holds.

The proof is by induction on the length of $r_1$ and does not rely on the single-step confluence of $\rightarrow_p$. The confluence of $\rightarrow_p$ is lost due to two base reduction rules P-Red and P-MtrRed, which do not simultaneously reduce sub-terms but only do one-step beta reduction and recursive unfolding, respectively (see Section 4.3.1). However, both rules become deterministic, which makes it easier to determine if $\rightarrow_p$ in both cases. We can just check if one-step reduction of $r_1$ is equal to $r_2$, similarly to the proof for call-by-name PITS (see Section 4.1.5). For example, consider $r_1 = (\lambda x : R_3. \ r_3) \ r_4$ and $r_2 = r_5 \ r_6$. If case P-App applies, i.e., $\lambda x : R_3. \ r_3 \rightarrow_p r_5$ and $r_4 \rightarrow_p r_6$ hold, then $r_1 \rightarrow_p r_2$ trivially. Otherwise, $r_1 \rightarrow_p r_2$ holds if and only if P-Red holds. The latter can be determined by testing the equality of $r_3[x \rightarrow r_4]$ and $r_5 r_6$. By contrast, the proof will be much complicated for the standard parallel reduction. To ensure one-step confluence, the rule P-Red becomes

$\frac{r_1 \rightarrow_p r'_1 \quad r_2 \rightarrow_p r'_2}{(\lambda x : R. \ r_1) \ r_2 \rightarrow_p r'_1[x \rightarrow r'_2]}$

We now need to determine if $r_3 \rightarrow_p r'_3$ holds or not. This is non-trivial since the induction hypothesis only gives the hint whether $\lambda x : R_3. \ r_3 \rightarrow_p r_5$ holds but not directly for $r_3$. 

4.3. Iso-Types with Full Casts
As cast\textsubscript{⇑} and cast\textsubscript{⇓} are annotated, both \(A_1\) and \(A_2\) can be determined and the well-typedness is checked in the original system. By Lemma 4.3.4, the erased terms keep the well-typedness. By Lemma 4.3.5, it is decidable to check if \(|A_1| \rightarrow_\rho |A_2|\). We conclude the decidability of type checking by following lemmas:

**Lemma 4.3.6** (Uniqueness of Typing for functional PITS). *In any functional PITS, if \(\Gamma \vdash_f e : A_1\) and \(\Gamma \vdash_f e : A_2\), then \(A_1 \equiv A_2\).*

**Theorem 4.3.3** (Decidability of Type Checking for functional PITS). *In any functional PITS, given a well-formed context \(\Gamma\) and a term \(e\), it is decidable to determine if there exists \(A\) such that \(\Gamma \vdash_f e : A\).*

### 4.3.3 Completeness to Pure Type Systems

We have shown that full PITS is complete to a variant of PTS\(_\mu\). Such variant uses an alternative single-step conversion rule [Geuvers 1995]:

\[
\Delta \vdash r : R
\]

---

**Figure 4.10. Typing rules of PTS\textsubscript{step}**

---

\[
\Delta \vdash x : R
\]

\[
\Delta \vdash \prod x : R_1. R_2 \Delta
\]

\[
\Delta \vdash \mu x : R. r : R
\]

\[
\Delta \vdash r_1 : R_1 \Delta \vdash R_2 \rightarrow_\beta R_1
\]

\[
\Delta \vdash R : s \Delta, x : R \vdash r : R
\]

\[
\Delta \vdash \mu x : R. r : R
\]

\[
\Delta \vdash r_2 : R_2 \Delta \vdash R_1 \rightarrow_\beta R_2
\]

\[
\Delta \vdash r_1 : R_1 \Delta \vdash R_2 \rightarrow_\beta R_1
\]

\[
\Delta \vdash \mu x : R. r : R
\]

\[
\Delta \vdash r_2 : R_2
\]

\[
\Delta \vdash r : R
\]

\[
\Delta \vdash \mu x : R. r : R
\]

\[
\Delta \vdash r : R
\]

\[
\Delta \vdash \mu x : R. r : R
\]

\[
\Delta \vdash r : R
\]

\[
\Delta \vdash \mu x : R. r : R
\]

\[
\Delta \vdash r : R
\]

\[
\Delta \vdash \mu x : R. r : R
\]

\[
\Delta \vdash r : R
\]
4.4. Discussion

where $\rightarrow_\beta$ denotes full beta reduction (see Figure 4.9). We call this variant $\text{PTS}_{\text{step}}$ (see Figure 4.10). Its typing judgment is denoted by $\Delta \vdash r : R$. PITS can be seen as an annotated version of $\text{PTS}_{\text{step}}$. We first show that full PITS is complete to $\text{PTS}_{\text{step}}$:

**Lemma 4.3.7** (Completeness of Full PITS to $\text{PTS}_{\text{step}}$). If $\Delta \vdash r : R$, then there exists $\Gamma, e$ and $A$ such that $\Gamma \vdash e : A$ where $|\Gamma| = \Delta, |e| = r$ and $|A| = R$.

Furthermore, Siles and Herbelin have proved that single-step conversion rule is equivalent to the original conversion rule using beta conversion in PTS (see Corollary 2.9 in [Siles and Herbelin 2012]). We have the following relation between $\text{PTS}_{\text{step}}$ and $\text{PTS}_{\mu}$:

**Lemma 4.3.8** (Completeness of One-step PTS to PITS). If $\Delta \vdash r : R$, then $\Delta \models r : R$ holds.

Thus, we can conclude the full PITS is complete to $\text{PTS}_{\mu}$:

**Theorem 4.3.4** (Completeness of Full PITS to $\text{PTS}_{\mu}$). If $\Delta \vdash r : R$, then there exists $\Gamma, e, A$ such that $\Gamma \vdash e : A$ where $|\Gamma| = \Delta, |e| = r$ and $|A| = R$.

4.4 Discussion

We have developed PITS with the aim of using such family of calculi as foundations to programming languages supporting unified syntax and recursion. PITS trades the convenience of implicit type conversion that is afforded in most dependently typed calculi by a simple meta-theory that allows for decidable type-checking. Closely related to our work is $\text{PTS with explicit convertibility proofs (PTS}_f$ [van Doorn et al. 2013], which is a variant of PTS that replaces the conversion rule by embedding explicit conversion steps into terms. $\text{PTS}_f$ has strong connections to PITS in the sense that both systems are based on Pure Type Systems and require explicit type conversions — $\text{PTS}_f$ uses proof-annotated terms, while PITS uses cast operators. Although $\text{PTS}_f$ was motivated by applications to theorem proving, $\text{PTS}_f$ (like PTS) can be instantiated to form inconsistent calculi, which can encode fixpoints and general recursion. Therefore $\text{PTS}_f$ could also, in principle, be used as a foundation for programming languages. However, the underlying mechanisms and foundations of $\text{PTS}_f$ and PITS are different. Generally speaking, when dealing with programming languages with general recursion it is important to study not only the static semantics, but also the dynamic semantics. Unlike strongly normalizing languages where any choice of reduction leads to termination, in languages that are not strongly normalizing this is not usually the case and the choice of reduction is important. Furthermore the choice of the style of reduction in casts has a profound impact on the properties and metatheory of the language. Our work on PITS puts great emphasis on the study of the dynamic semantics and the trade-offs between different choices, while in $\text{PTS}_f$ only the static semantics is studied. In the rest of this section, we give a detailed comparison on features between $\text{PTS}_f$ and the three variants of PITS, summarized in Table 4.1. Other closely related work will be discussed in Section 7.1.

4.4.1 Direct Dynamic Semantics

One important difference between call-by-value and call-by-name PITS and the variant with full reduction is that the former two calculi have a direct small-step operational semantics, while the semantics of the later calculus is indirectly given by elaboration. A direct operational semantics has the advantage that the reduction rules can be used to directly reason about expressions in
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Table 4.1. Comparison between PTS \(_f\) and PITS

<table>
<thead>
<tr>
<th>Features</th>
<th>PTS (_f)</th>
<th>Call-by-name PITS</th>
<th>Call-by-value PITS</th>
<th>Full PITS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Dynamic Semantics</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Direct Proofs</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>No Mutually Dependent Judgments</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Implicit Proofs by Reduction</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Full Type-Level Computation</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Consistency of Reduction</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Decidability with Recursion</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>SLOC of Coq proofs</td>
<td>7318</td>
<td>1217</td>
<td>1477</td>
<td>3796</td>
</tr>
<tr>
<td>Lemmas of Coq proofs</td>
<td>319</td>
<td>62</td>
<td>66</td>
<td>221</td>
</tr>
</tbody>
</table>

1 Proofs for typing decidability are direct, but not for type-safety.
2 We believe that decidability should hold, but no there is no discussion or proofs in the formalization of PTS \(_f\) [van Doorn et al. 2013].

the calculus. This reasoning can be used to perform, for example, equational reasoning steps or to justify the correctness of some optimizations. In an elaboration-based semantics the lack of reduction rules means that one must first translate the source expression into a corresponding expression in the target calculus, and then do all reasoning there. This is a much more involved process.

As discussed in Section 4.3.2, it is difficult to directly define a type-preserving operational semantics for full PITS. The problem is not intrinsic to PITS, but rather it is a general problem whenever full reduction is used in cast-like operators. Indeed this problem has been identified previously in the literature [Sjöberg et al. 2012; Sulzmann et al. 2007], and two major approaches have been used to address it. One approach is not to use a direct semantics but instead to use an elaboration semantics, which is precisely the approach that we used in our variant of PITS with full reduction. This approach is quite common and it is also the approach used in PTS \(_f\) as well as several other calculi [Sjöberg et al. 2012; Sjöberg and Weirich 2015; Stump et al. 2008]. Another approach that has been presented in the literature is to use push rules as in System FC [Sulzmann et al. 2007; Yorgey et al. 2012; Weirich et al. 2013] and System DC [Weirich et al. 2017]. However push rules significantly complicate the reduction rules (see Section 4.3.2).

In this work we show a third approach to achieve a simple type-preserving direct dynamic semantics: we can use alternative weaker reduction relations (call-by-value or call-by-name) for type conversion. The weaker reduction relations are straightforward and do not have the extra complication of the push rules (although some expressiveness is lost).

There is no discussion on how to achieve direct dynamic semantics using the proof term approach by PTS \(_f\), since they use an elaboration approach. Furthermore this is unlikely to be trivial. We expect that it may be possible to give a direct operational semantics to full PITS or PTS \(_f\) using push rules similar to the ones employed in System DC [Weirich et al. 2017], but this would come at the cost of a much more involved set of reduction rules (as well as the corresponding meta-theory) (see Section 8.2).

4.4.2 Direct Proofs

Because of the direct dynamic semantics it is possible to do direct proofs of preservation and progress in call-by-value and call-by-name PITS. The meta-theory of Full PITS is significantly
more involved because we need a target calculus and to prove several lemmas in both the target
and the source, as well as showing the correspondence between the two systems. To give a rough
idea of the complexity of the different developments, Table 4.1 shows the total number of lines of
Coq code used and lemmas used to formalize the three variants of PITS. Roughly speaking the
development of full PITS requires twice as many SLOC and nearly four times more lemmas than
the other two variants, since we also need to formalize PTS\textsubscript{\textmu} along with full PITS.

PTS\textsubscript{\textmu} is shown to be equivalent to plain PTS and its type-safety then can be guaranteed by
showing the correspondence to plain PTS [Barendregt 1991]. However the proof for soundness
and completeness between PTS\textsubscript{\textmu} and PTS is highly non-trivial [van Doorn et al. 2013; Siles
and Herbelin 2012]. In PTS\textsubscript{\textmu} there is no discussion on proving subject reduction directly in PTS\textsubscript{\textmu}. The
type-safety of PTS\textsubscript{\textmu} is indirectly shown by erasure of explicit proofs to generate valid plain PTS
terms. This is similar to the proof strategy for type-safety of full PTS, which is shown up to
erasure of casts (see Section 4.3.2). The formalization of PTS\textsubscript{\textmu} requires about 7000 SLOC and 300
lemmas (see Table 4.1), including auxiliary systems such as plain PTS and PTS\textsubscript{\textmu}. These numbers
cannot be directly compared to the numbers of the PTS formalizations, since different approaches
and libraries are employed to deal with binding and the formalization of PTS\textsubscript{\textmu} does not include
proofs of decidability of type-checking. Nevertheless the numbers are useful to give an idea of
the effort in the PTS\textsubscript{\textmu} formalization.

Ultimately we believe that direct proofs and a direct operational semantics of the call-by-name
and call-by-value PITS are quite simple. Furthermore, such simplicity is helpful when trying to
extend calculi to study additional features. For example, we will study a non-trivial extension
to PITS, i.e. subtyping, in the second part of the thesis. Integrating subtyping and some form of
dependent types is a widely acknowledged difficult problem [Aspinall and Compagnoni 1996;
Castagna and Chen 2001; Hutchins 2010]. Nevertheless, in Chapter 5 we will show that using
the call-by-name instance of PITS extension with subtyping, we can develop a calculus that
subsumes System F\textsubscript{\textmu} [Cardelli et al. 1994] and has several interesting properties, including subject
reduction and transitivity of subtyping. We believe this development would be a lot harder to do
by extending full PITS or PTS\textsubscript{\textmu}.

4.4.3 No Mutually Dependent Judgments

PTS\textsubscript{\textmu} requires more language mechanisms for type conversions, including proof terms (H) and
their typing rules (Γ \vdash \textsubscript{\textmu} H : A = B) to ensure coercions (A = B) are well-typed. Moreover, the
well-formedness checking of coercions depends on typing judgments (Γ \vdash e : A), which causes mutual dependency of judgments and complicates proofs. Casts in PITS use reduction relations
(A \rightarrow B), which are untyped and do not depend on typing rules. The well-formedness of types
is checked separately in typing rules of cast operators, e.g. TF-CAST\textsubscript{\textmu} and TF-CAST\textsubscript{\textnu} in full
PITS. The fact that PITS does not require such mutually dependent judgments means that many
proofs can be proved using simple inductions. In PTS\textsubscript{\textmu} the mutually dependent judgments leads
to several lemmas that need to be mutually proved.

4.4.4 Implicit Proofs by Reduction

PTS\textsubscript{\textmu} uses coercions (i.e. equivalence relations) to explicitly write equality proofs, while PITS uses
reduction relations that implicitly construct such proofs. Equality proofs in PTS\textsubscript{\textmu} are constructed by proof terms. Each language construct requires a corresponding proof term to reason about
equality of sub-terms, which adds to the number of language constructs. On the contrary, PITS does not require proof terms but two extra cast operators, thus has fewer language constructs.

Type conversions in PTS$_f$ are more “explicit” than in PITS. One needs to specify which proof terms to be used exactly in PTS$_f$, while he/she just needs casts without specifying which underlying reduction rule to use. This makes it easier to do explicit type conversions in PITS. Assume that we have integer literals and use beta reduction to evaluate addition (1 + 1 $\rightarrow$ 2):

$$\begin{align*}
e : \Pi x : \text{Int}. \text{Vec} (1 + 1) \\
e' : \Pi x : \text{Int}. \text{Vec} 2
\end{align*}$$

To obtain $e'$ from $e$, in PTS$_f$, $e' = e^H$ where $H$ is a proof term such that

$$H = \{\text{Int}, [x : \text{Int}](\text{Vec} \beta (1 + 1))\}$$

In full PITS, $e' = \text{cast}_\downarrow [\Pi x : \text{Int}. \text{Vec} 2] e$, which implicitly uses the reduction rules P-Proop, P-APP and P-RED in the cast operator. In call-by-name/value PITS, due to the determinacy of reduction used in casts, the cast$_\downarrow$ operator even does not require a type annotation. For example, consider a simpler type conversion $(\lambda x : \ast. x)$ Int $\rightarrow$ Int from Section 3.1.3:

$$\begin{align*}
e : (\lambda x : \ast. x) \text{Int} \\
e' : \text{Int}
\end{align*}$$

where $e'$ can simply be cast$_\downarrow e$ without any annotation.

Generally speaking we believe that for programming, and especially more traditional forms of programming that do not involve complex forms of type-level reasoning, having such implicit proofs of conversion is good. We believe that for a practical language design to be based directly on PTS$_f$ it would require some degree of inference of the equality proof terms. In some sense full PITS can be thought of a system that implicitly generates proof terms and in principle could be translated to PTS$_f$, but it is one step closer to a source language that infers equality proof terms. Of course if the goal is to do theorem proving and/or heavy uses of type level computation then having explicit control over the equality proof terms can be an advantage. However for PITS our focus is on programming languages with general recursion.

### 4.4.5 Full Type-Level Computation

PTS$_f$ has full type-level computation since type conversion uses equivalence relations which are congruent. It has the same expressive power as Pure Type Systems. Full PITS similarly has full type-level computation, while call-by-name/value PITS do not. Full type-level computation is useful for theorem proving and full-spectrum dependently typed programming as in Coq and Agda, but not necessarily required for traditional programming. As the examples presented in Section 3.2 show, iso-types that just use weak-head call-by-name reductions in casts can encode many advanced type-level features. The extra expressiveness of PTS$_f$ and full PITS also comes at the cost of additional complexity in the metatheory and makes it non-trivial to achieve features like direct dynamic semantics and direct type-safety proofs.
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4.4.6 Consistency of Reduction

In many strongly normalizing languages a basic assumption is that the order of reduction does not matter. This justifies reasoning that can be done in any order of reduction. Reduction strategies such as parallel reduction embody this principle and enable reductions in terms to occur in multiple orders. However, in languages with general recursion this assumption is broken: i.e. reduction order does matter. For example, term \((\lambda x : \text{Int}. 1) \bot\) loops in call-by-value reduction, but terminates in call-by-name reduction. If we want to conduct precise reasoning about programs and their behavior we cannot ignore the order of reduction. In particular, if we want the type-level reduction to respect the run-time semantics/reduction then we need to ensure that the two reductions are in some sense consistent. To (trivially) ensure consistency call-by-name/value PITS uses the same reduction relation for both term evaluation and type conversion. In full PITS, the use of parallel reduction breaks consistency because type-level reduction allows some reductions that are not allowed by term-level reduction. For example, \(\text{Int} \rightarrow \text{Vec} (1 + 1)\) can be reduced to \(\text{Int} \rightarrow \text{Vec} 2\) by type-level parallel reduction but not term-level reduction. We believe that it may be possible to have a variant of PITS that uses call-by-name or call-by-value and has a consistent form of full reduction that respects the reduction order. However we leave this for future work (see Section 8.2).

PTS\(_f\) has no discussion on reduction rules for term evaluation, since its dynamic semantics is given by elaboration into PTS. Since the focus of PTS\(_f\) is primarily on the applications to theorem proving the issues of consistency between term and type-level reduction are not relevant, because such for theorem proving calculi are normally strongly normalizing and reduction order does not affect the semantics.

4.4.7 Decidability in the Presence of Recursion

There is no formal discussion or a direct proof on decidability of the type system for PTS\(_f\), though this seems to be a plausible property since the typing rules of PTS\(_f\) are syntax-directed. Only uniqueness of typing is formally discussed and proved for functional PTS\(_f\). This is similar to functional PITS which have uniqueness of typing up to only alpha equality due to the absence of implicit beta conversion (see Lemma 4.1.1). Uniqueness of typing is used in the decidability proof of functional PITS (see Section 4.1.5), and we believe that it should be useful to prove decidability of PTS\(_f\) as well.

Alternatively, note that an indirect proof for decidability of typing can be derived from the plain metatheory of PTS through the equivalence of PTS\(_f\) and PTS. However, the original decidability proof for PTS relies on the normalization property [van Benthem Jutting 1993]. Thus, non-normalizing PTS\(_f\) cannot use such indirect approach to prove decidability for variants of PTS\(_f\) with recursion/fixpoints.

For all three variants of PITS, decidability of type checking has been proved directly in the presence of general recursion without relying on normalization, though the proof is done only for functional PITS for simplicity reasons. We expect that a similar proof would work for PTS\(_f\) as well, and this would be interesting to prove in future work.
Part II:

ISO-TYPES WITH SUBTYPING
CHAPTER 5

UNIFYING TYPING AND SUBTYPING

In this chapter, we present $\lambda I \leq$, which is a dependently typed generalization of System $F \leq$. The motivation is to design a simple yet expressive calculus that combines dependent types and OOP features. Subtyping is one of the key OOP features but the combination of subtyping and dependent types causes mutual dependency of typing and subtyping judgments and circularity in the metatheory. To address these challenges, $\lambda I \leq$ employs a novel technique that unifies typing and subtyping. In $\lambda I \leq$ there is only one judgment that is akin to a typed version of subtyping. Both the typing relation, as well as type well-formedness are just special cases of the subtyping relation. Therefore, $\lambda I \leq$ takes a significantly different approach compared to previous work. Previous work essentially attempts to fight the entanglement between typing and subtyping. In contrast, what we propose with $\lambda I \leq$ is to embrace such tangling, and essentially collapsing the typing and subtyping relations into the same relation. Our approach is also different from the technique of Pure Subtype Systems by Hutchins [2010], which simply eliminates types and typing. $\lambda I \leq$ retains types.

The $\lambda I \leq$ calculus employs the idea of iso-types in PITS. It follows the PTS-style unified syntax and contains a single unified syntactic sort that accounts for expressions, types and kinds. Iso-types provide a simple form of type casts, and $\lambda I \leq$ adopts that idea to address the issues arising from the combination of recursion and dependent types. The novelty over PITS is the support for OOP features such as higher-order subtyping [Pierce and Steffen 1997], bounded quantification [Cardelli et al. 1994] and top types. To illustrate the expressive power of $\lambda I \leq$, we show how object encodings relying on higher-order subtyping can be done in $\lambda I \leq$. The resulting calculus enjoys several standard and desirable properties, such as subject reduction, transitivity of subtyping, narrowing as well as standard substitution lemmas. We also provide an algorithmic version of $\lambda I \leq$ based on bi-directional type-checking [Pierce and Turner 2000], which is shown to be sound and complete with respect to the declarative version. Finally we show that $\lambda I \leq$ completely subsumes System $F \leq$ in expressive power.

5.1 Overview

In this section, we briefly discuss the problem of combining dependent types with subtyping. We informally introduce the key features of $\lambda I \leq$ calculus, namely unified subtyping and the support for dependent types by explicit casts. To illustrate the suitability of $\lambda I \leq$ to model objects, we adapt the existential object encoding [Bruce et al. 1999; Pierce and Turner 1994] (originally based
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on System $F_{\omega}^\omega$ to $\lambda I_\subseteq$. The formal details of $\lambda I_\subseteq$ are further discussed in Sections 5.2 and 5.3.

5.1.1 Unified Syntax versus Stratified Syntax

Calculi with high-order subtyping are usually complex. For example, System $F_{\omega}^\omega$ [Pierce and Steffen 1997] adds higher-order subtyping and bounded quantification to System $F_{\omega}$ and is formalized using stratified syntax. Because of the separation of syntax, the subtyping relation in System $F_{\omega}^\omega$ needs to be defined over multiple syntactic forms of abstraction, i.e., abstraction over terms, types and type operators:

- Term abstraction: $\lambda x : A. e$
- Type abstraction: $\lambda X \subseteq A. e$
- Operator abstraction: $\lambda X \subseteq A. B$

This causes duplication and complexity in the metatheory.

It is tempting to adopt the PTS-style unified syntax in System $F_{\omega}^\omega$ to simplify the subtyping relation. Because System $F_{\omega}$ (without subtyping) can be modeled with PTS-style unified syntax: it is a special case of PTSs and covered by Barendregt’s $\lambda$-cube [Barendregt 1992] (see Section 2.1.2). However, there are several difficulties in applying such simplification to a higher-order system with bounded quantification. Recall that there are three different forms of abstraction in System $F_{\omega}^\omega$. It is hard to unify them because the abstraction can quantify over a variable using two distinct relations, i.e., typing ($x : A$) and subtyping ($X \subseteq A$). To obtain a uniform representation of abstraction, we need to unify the typing and subtyping relation in the first place. Moreover, calculi with PTS-style unified syntax usually allow dependent types, e.g., the calculus of constructions [Coquand and Huet 1988]. Combining dependent types and subtyping has its own problems, as discussed in the coming subsection.

5.1.2 Challenges in Combining Subtyping with Dependent Types

Mutual Dependency of Typing and Subtyping. Subtyping and dependent types are well-known features of programming languages. Individually, each of them is well-studied. However, combining them in the same system is usually difficult. A major reason is that allowing dependent types makes the typing and subtyping relations entangled. The subtyping and typing judgments become mutually dependent. The typing judgment depends on subtyping because of the subsumption rule (see also Section 2.4.1):

$$\frac{\Gamma \vdash e : A \quad \Gamma \vdash A \subseteq B}{\Gamma \vdash e : B}$$

Subtyping relations are defined over well-formed types, which are checked by the typing judgment in a dependently typed system. For example, the subtyping rule for the top type ($\top$), a universal supertype of any well-formed types (i.e. with kind $*$), is defined as follows:

$$\frac{\Gamma \vdash A : *}{\Gamma \vdash A \subseteq \top}$$

---

1Some stratified systems [Aspinall and Compagnoni 1996; Castagna and Chen 2001] also have the kinding judgment, which is mutually dependent on typing. We uniformly refer to them as typing.
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Circularity in the Metatheory. The mutual dependency causes circularity in the metatheory, since one cannot study properties of subtyping independently from typing. For example, $\lambda P_\leq$ [Aspinall and Compagnoni 1996] is an extension of the second-order dependently typed calculus $\lambda P$ [Barendregt 1992] with subtyping. In $\lambda P_\leq$, the substitution lemmas for typing and subtyping depend on each other and require a more complicated proof by simultaneously induction on four different judgments, i.e. subtyping, typing, kinding and formation [Aspinall and Compagnoni 1996]:

$\Gamma \vdash A \leq B$  \hspace{1cm} A is a subtype of B in context $\Gamma$
$\Gamma \vdash M : A$  \hspace{1cm} term $M$ has type $A$ in context $\Gamma$
$\Gamma \vdash A : K$  \hspace{1cm} type $A$ has kind $K$ in context $\Gamma$
$\Gamma \vdash K$  \hspace{1cm} $K$ is a kind in context $\Gamma$

Moreover, $\lambda P_\leq$ contains the following algorithmic transitivity rule:

$$\Gamma \vdash (\Gamma(\alpha) M_1 \ldots M_n)^{\beta_2} \leq A$$
$$\alpha \text{ bound in } \Gamma, A \neq \alpha M_1 \ldots M_n$$

$$\Gamma \vdash \alpha M_1 \ldots M_n \leq A$$

The first premise requires to normalize the term $\Gamma(\alpha) M_1 \ldots M_n$ using $\beta_2$-reduction, a beta reduction relation on types. Thus, the transitivity proof depends on $\beta_2$-strong normalization. Also, the transitivity property requires types to be well-formed through $\beta_2$-conversion, i.e., the subject reduction of $\beta_2$-reduction. As a consequence, the proofs of transitivity, strong normalization and subject reduction depend on each other.

Problems of Existing Solutions. There are several existing options to deal with the circularity. One could carefully prove mutually dependent lemmas together by finding a proper decreasing metric of induction, similar to the proof of substitution lemma in $\lambda P_\leq$. But such method is usually too specific and cannot be generally applied to other systems, e.g., the substitution proof in $\lambda P_\leq$ does not apply to $\lambda \Pi_\leq$ [Castagna and Chen 2001].

Another approach is to break the mutual dependency simply by forbidding typing from occurring in the subtyping judgments. The subtyping judgments are defined over pre-terms, terms that may not be well-formed. Then one could prove results about subtyping before typing. An obvious limitation is that subtyping rules that must depend on typing are no longer supported, such as the top type rule shown above. Several systems using this method, such as $PTS_\leq$ [Zwanenburg 1999], drop the support of top types because of such limitation.

5.1.3 Our Solution: Unified Subtyping

We propose a new approach to solve the circularity problem, which also simplifies the syntax. The $\lambda I_\leq$ calculus features a single relation for both typing and subtyping, namely unified subtyping. The relation has the form:

$$\Gamma \vdash e_1 \leq e_2 : A$$

It simultaneously contains the subtyping relation, i.e., $e_1$ is a subtype of $e_2$, and the typing relation, i.e., $e_1$ and $e_2$ have type $A$. The ordinary typing judgment can be seen as a special case of unified subtyping:

$$\Gamma \vdash e : A \triangleq \Gamma \vdash e \leq e : A$$
We solve the circularity problem because typing and subtyping cannot be mutually dependent in the first place: they are essentially the same relation. In $\lambda I \ll$, subtyping relations can be defined over well-formed terms. Subtyping rules that depend on typing are allowed without causing mutual dependencies. As a result, top types are supported in $\lambda I \ll$. Moreover, the metatheory of $\lambda I \ll$ is significantly simplified, e.g., there is only one form of substitution lemma to be proved, as discussed in Section 5.3.

**Bounded quantification in $\lambda I \ll$.** $\lambda I \ll$ adopts a unified syntax and supports bounded quantification. Because of the unified representation of typing and subtyping, instead of three separate forms of abstraction in System $F^\omega_\ll$, $\lambda I \ll$ has a single form of abstraction: $\lambda x \ll e_1 : A \ll e_2$. By convention, the ordinary unbounded abstraction can be treated as syntactic sugar of a top-bounded one:

$$\lambda x : A. \ e \triangleq \lambda x \ll \top : A. \ e$$

Notice that the top type ($\top$) is generalized to have any kind $A$ instead of $\star$. With unified syntax, $\lambda I \ll$ has fewer language constructs than System $F^\omega_\ll$ and a simpler definition of (unified) subtyping relation (see Section 5.2).

5.1.4 **Iso-Types: Dependent Types without Strong Normalization**

Most traditional dependently typed languages are strongly normalizing (i.e. all programs terminate). Strong normalization plays a fundamental role in the metatheory of those languages. However, nearly all general-purpose programming languages allow non-terminating programs, so depending on strong normalization is a non-starter if we want to model traditional general-purpose languages. The root of the dependency on strong normalization is the conversion rule (see Section 3.1.1). For dependently typed languages with subtyping, the conversion rule is usually subsumed by the subsumption rule (see Section 5.1.2), which requires the subtyping relation $\Gamma \vdash A \ll B$ to subsume beta-equivalence $A =_\beta B$. Thus, the transitivity of subtyping may also depend on strong normalization if its proof requires to first normalize the types [Aspinall and Compagnoni 1996].

**An alternative to the conversion rule.** Several existing studies [Stump et al. 2008; Sjöberg et al. 2012; Kimmell et al. 2012; Sjöberg and Weirich 2015; Yang et al. 2016] provide a way to combine general recursion with dependent types, while preserving important properties (such as decidability of type-checking). The key idea is to replace the implicit conversion rule with *explicit type casts*. This has the effect that term/type equality becomes weaker: two terms are only equal up to syntactic equality (not beta-equality). To recover type conversion, an explicit cast must be used. The benefit of this design is that it decouples several properties from strong-normalization.

$\lambda I \ll$ adopts the iso-type approach [Yang et al. 2016] of PITS introduced in Chapters 3 and 4. The cast operators of $\lambda I \ll$ employ the weak-head call-by-name reduction relation (see Section 5.2.2), similarly to the one used by call-by-name PITS (see Section 4.1). This makes the type conversion by casts less expressive than what is provided by the implicit conversion rule. Nevertheless, we do not consider such loss of expressiveness problematic. The absence of conversion rule significantly simplifies the metatheory of $\lambda I \ll$ because typing and subtyping are up to alpha-equality and strong normalization is not a necessity for proofs. Since our goal is to design a calculus for traditional programming, we do not require the ability to do *full* type-level computation that is
required for dependently typed programming. Call-by-name casts are still expressive enough for our purposes: to model object encodings. Furthermore, there are alternative designs of casts using call-by-value or full reduction rules (see Sections 4.2 and 4.3), but they introduce some extra complications to the metatheory. Alternative approaches are discussed in Section 5.6.

5.1.5 Example: Object Encodings using $\lambda I_\leq$

We show an example of object encodings in $\lambda I_\leq$ using the existential encoding method [Pierce and Turner 1994; Bruce et al. 1999] originally based on System $F^{\omega}_\leq$. The example in this section has two notable differences from the previous example shown in Section 3.2.3 for PITS. First, the object encodings in this section do not rely on Scott-encodings of algebraic datatypes. Instead, we directly encode pairs, records and existential types by Church-encoding weak dependent sums in $\lambda I_\leq$. Second, the example in this section supports generic message passing that requires subtyping, which was missing in Section 3.2.3.

Encoding Existential Types and Pairs using Weak Sums. Existential types and pairs are special cases of dependent sums. Existential types specialize $A$ to kind $\star$:

$$\exists x. B \triangleq \Sigma x : \star. B$$

The constructor and destructor of an existential package are simply $\text{pack}$ and $\text{unpack}$ operators of dependent sums, respectively. Pairs are non-dependent sums where $x$ is not free in $B$. The pair type, constructor and destructors can be encoded as follows:

$$A \times B \triangleq \Sigma x : A. B \quad \text{where } x \notin \text{FV}(B)$$

$$(e_1, e_2) \triangleq \text{pack} [e_1, e_2] \text{ as } \Sigma x : A. B \quad \text{where } x \notin \text{FV}(B)$$

$$\text{fst } e \triangleq \text{unpack } e \text{ as } [x, y] \text{ in } x$$

$$\text{snd } e \triangleq \text{unpack } e \text{ as } [x, y] \text{ in } y$$

where in the encoding of constructor, $A$ and $B$ are types of $e_1$ and $e_2$, respectively.

Notice that here we only need the weak destructor of dependent sums [Schmidt 1994], i.e., the $\text{unpack}$ operator that requires $x$ and $y$ are not free in the type $C$ of $e_2$ (see Section 2.2.1). We use the same Church-encodings of weak sums from Section 2.2.1 and show that subtyping and typing rules of weak sums are admissible in $\lambda I_\leq$. The proof is trivial and available in Appendix A.1. However, it is non-trivial to Church-encode strong dependent sums without restrictions on $\text{unpack}$ and using only Pi-types [Cardelli 1986b]. In Chapter 6, we will discuss how to support primitive constructs of strong sums with unified subtyping. For examples in this section, weak dependent sums are sufficient for our purpose to encode existential types and non-dependent pairs and yet more expressive than those constructs. Note that $\text{unpack}$ operator allows unrestricted projection of existential witnesses:

$$\lambda e : (\Sigma x : A. B). \text{unpack } e \text{ as } [x, y] \text{ in } x$$

No such operation is allowed on existential types in System $F$ or $F^{\omega}_\leq$ [Amin et al. 2016].

Encoding Objects. Now that pairs and existential types can be encoded in $\lambda I_\leq$, we present the encoding of objects. Note again that records can be encoded with pairs using standard
techniques [Pierce 2002] and that we assume $\lambda I \leqslant$ is extended with integers, pairs, records and existential types in the following text. We use the same example of cell objects as shown in Section 3.2.3. We first present the existential encoding of objects [Pierce and Turner 1994] in $\lambda I$:

$$\text{Obj} = \lambda I : * \rightarrow *. \exists X. X \times (X \rightarrow I X)$$

The definition of cell objects [Bruce et al. 1999] is as follows:

$$\text{Cell} = \lambda X : *. \{\text{get} : \text{Int}, \text{set} : \text{Int} \rightarrow X, \text{bump} : X\}$$

Similarly, a cell object $c$ can be defined as follows:

$$c = \text{cast}_\uparrow \{\text{Obj} \text{ Cell} \} \text{ pack} \{\{x : \text{Int}\}, \{\{x = 0\}, \lambda s : \{x : \text{Int}\}. \{\text{get} = s.x, \text{set} = \lambda n : \text{Int}. \{x = n\}, \text{bump} = \{x = s.x + 1\}\} \}$$

as $\text{CellT}$

We use the $\text{pack}$ operator to create an existential package. The type $\{x : \text{Int}\}$ corresponds to the existential binder $X$. The pair afterwards corresponds to the body of the existential type. The first component of the pair is the initial hidden state $\{x = 0\}$. The second component is a function containing three methods that are defined in a record and abstracted by the state variable $s$. The definition of the three methods follows the cell object interface $\text{Cell}$. The result type of the package, i.e., $\text{CellT}$, is the one-step reduction of $\text{Obj} \text{ Cell}$:

$$\text{CellT} = \exists X. X \times (X \rightarrow \text{Cell} X)$$

As in Section 3.2.3, we also use two $\text{cast}_\uparrow$ operators here: one over the $\text{pack}$ operator and another over the record of methods. Note that the desired type of the object $c$ (i.e. $\text{Obj} \text{ Cell}$) is a type-level application, which is different from $\text{CellT}$. We use $\text{cast}_\uparrow$ to do one-step type expansion for the package: $\text{Obj} \text{ Cell} \rightarrow \text{CellT}$. Similarly, we use another $\text{cast}_\uparrow$ operator in the definition of methods to convert the record type into $\text{Cell} \{x : \text{Int}\}$. We use the following syntactic sugar for consecutive $\text{cast}_\uparrow$ and $\text{pack}$:

$$\text{pack} \{A, c\} \uparrow B \triangleq \text{cast}_\uparrow \{B\} \left(\text{pack} \{A, c\} \text{ as } B'\right)$$

where $B \rightarrow B'$, i.e., $B'$ is the one-step reduction of $B$.

In addition to the previous example in Section 3.2.3, we can further define message passing to the object by the $\text{unpack}$ operator to open a package. For example, sending message $\text{get}$ to the cell object $c$ is denoted by $c \leftarrow \text{get}$, which is syntactic sugar of the generic message function $\text{getM}$:

$$c \leftarrow \text{get} \triangleq \text{getM} \text{ Cell } c$$

$$\text{getM} = \lambda I \leqslant \text{Cell} : * \rightarrow *, \lambda o : \text{Obj } I. \text{unpack} \left(\text{cast}_\downarrow o\right) \text{ as } [X, (s, m)] \text{ in } (\text{cast}_\downarrow (m s)).\text{get}$$

$\text{getM}$ is parameterized by interface $I$ and object $o$ with such interface, where $I$ can be any sub-interface of $\text{Cell}$. We first use the $\text{cast}_\downarrow$ operator to convert the type of $o$ from $\text{Obj } I$ to the existential type $\exists X. X \times (X \rightarrow I X)$. Note that we extend the syntax of $\text{unpack}$ with
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(c \leftarrow \text{bump}) \Leftarrow \text{get} \\
= (\text{cast}_I(\text{Obj Cell}) \text{pack} [[x : \text{Int}], \{(x = 0), f\} \text{as} \text{CellT}) \leftarrow \text{bump}) \Leftarrow \text{get} \\
= (\text{unpack} (\text{cast}_I(\text{cast}_I(\text{Obj Cell}) \text{pack} [[x : \text{Int}], \{(x = 0), f\} \text{as} \text{CellT})) \text{as} [X,(s,m)] \text{in} \\
\text{pack} [X,(\text{cast}_I((m,s)).\text{bump},m)] \uparrow (\text{Obj Cell})) \Leftarrow \text{get} \\
\rightarrow (\text{unpack} (\text{pack} [[x : \text{Int}], \{(x = 0), f\}] \text{as} \text{CellT}) \text{as} [X,(s,m)] \text{in} \\
\text{pack} [X,(\text{cast}_I((m,s)).\text{bump},m)] \uparrow (\text{Obj Cell})] \Leftarrow \text{get} \\
= \text{unpack} (\text{cast}_I(\text{Obj Cell}) (\text{pack} [[x : \text{Int}], (\text{cast}_I((f \{x = 0\})).\text{bump},f)] \text{as CellT}) \\
\text{as} [X,(s,m)] \text{in} (\text{cast}_I((m,s)).\text{get}) \\
\rightarrow \text{unpack} (\text{pack} [[x : \text{Int}], (\text{cast}_I((f \{x = 0\})).\text{bump},f)] \text{as CellT}) \\
\text{as} [X,(s,m)] \text{in} (\text{cast}_I((m,s)).\text{get}) \\
\rightarrow (\text{cast}_I((f \{x = 0\}).\text{bump}).x) \\
\rightarrow (\text{cast}_I(f \{x = 0\}).\text{bump}).x \\
\rightarrow \{\text{get} = (\text{cast}_I((f \{x = 0\}).\text{bump}).x, \text{set} = \lambda n : \text{Int}. \{x = n\}, \\
\text{bump} = \{x = (\text{cast}_I((f \{x = 0\}).\text{bump}).x + 1\} \text{get} \\
\rightarrow ((\text{cast}_I((f \{x = 0\}).\text{bump}).x \\
\rightarrow ((\text{cast}_I(f \{x = 0\}).\text{bump}).x \\
\rightarrow \{\text{get} = \{x = 0\}.x, \text{set} = \lambda n : \text{Int}. \{x = n\}, \\
\text{bump} = \{x = \{x = 0\}.x + 1\} \text{.bump}).x \\
\rightarrow \{x = \{x = 0\}.x + 1\}.x \rightarrow \cdots \rightarrow 1 \\
\}

\text{Figure 5.1. Evaluation of } (c \leftarrow \text{bump}) \Leftarrow \text{get}

simple pattern matching on pairs for brevity. The hidden state is unpacked as \(s\) with type \(X\). The function containing methods is \(m\) with type \(X \rightarrow I\ X\). The record of methods can be obtained by applying \(m\) to \(s\). Noting that the subtyping relation \(I\ X \leq Cell\ X\) holds, the type of \(m\) can be converted from \(I\ X\) to \(Cell\ X\) by subsumption. Another \(\text{cast}_I\) further reduces \(Cell\ X\) to record type for accessing the member \text{get}. The encoding of message \text{bump} is similar but needs to repack the resulting object:

\[
c \leftarrow \text{bump} \triangleq \text{bumpM Cell c} \\
\text{bumpM} = \lambda I \leq Cell : \ast \rightarrow \ast. \lambda o : \text{Obj I}. \\
\text{unpack} (\text{cast}_I(o) \text{as} [X,(s,m)] \text{in} \\
\text{pack} [X,(\text{cast}_I((m,s)).\text{bump},m)] \uparrow (\text{Obj I})
\]

since the \text{bump} method returns a record but not an object. The extra \text{pack} here is required to create a new object using the result of \text{bump} as the new hidden state.

Similarly to the original example [Bruce et al. 1999], we can examine the encoding by evaluating the expression \((c \leftarrow \text{bump}) \Leftarrow \text{get}\) using call-by-name reduction \((\rightarrow)\). In Figure 5.1, we show the evaluation steps of the expression \((c \leftarrow \text{bump}) \Leftarrow \text{get}\) using call-by-name reduction \((\rightarrow)\). The evaluation result is 1 as expected, where \(f\) is the function containing the definition of methods:

\[
f = \lambda s : \{x : \text{Int}\}. \text{cast}_I(\text{Cell} \{x : \text{Int}\}) \\
\{\text{get} = s.x, \text{set} = \lambda n : \text{Int}. \{x = n\}, \text{bump} = \{x = s.x + 1\}\}
\]
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and \( f[r] \) is one-step reduction of the application \( f \, r \):

\[
f[r] = \text{cast}_\uparrow \left[ \text{Cell} \{ x : \text{Int} \} \right]
\{ \text{get} = r.x, \ \text{set} = \lambda n : \text{Int}. \{ x = n \}, \ \text{bump} = \{ x = r.x + 1 \} \}
\]

Note that we assume reduction rules for records, existential packages and integer addition are available in the call-by-name reduction relation (\( \rightarrow \)). We skip steps for desugaring the message sending operation, e.g., \( o \leftarrow \text{get} = \text{getM}[\text{Cell}][o] \). We emphasize that the object encoding example here requires the additional feature of \( \lambda I \leq \) over PITS, i.e., higher-order subtyping, which is essential for encoding generic message functions.

5.2 The \( \lambda I \leq \) Calculus

We present the \( \lambda I \leq \) calculus in this section. The calculus features a unified syntax with only one syntactic level, and it is based on the \( \lambda I \) calculus [Yang et al. 2016], a specific PITS with a single sort \( * \) and the "type-in-type" axiom (see Section 3.2.1). The novelty over \( \lambda I/PITS \) is subtyping. To integrate subtyping, typing is unified with the subtyping relation. Thus the typing relation can be viewed as a special case of subtyping. We demonstrate the syntax, operational and static semantics of \( \lambda I \leq \) in the rest of this section. Notice that \( \lambda I \leq \) discussed in this section does not contain recursion, which can be supported by following PITS. We leave the discussion of recursion to Section 5.6.

5.2.1 Syntax

Figure 5.2 shows the syntax of expressions in \( \lambda I \leq \). It follows the unified syntax of Pure Type Systems [Barendregt 1992] where terms, types and a single kind \( * \) are defined in the same syntactic category. By convention, we still use different metavariables to indicate if expressions are terms (\( e \)) or types (\( A, B, C, \) etc.).

**Cast Operators.** As in PITS, cast operators \( \text{cast}_\uparrow \) and \( \text{cast}_\downarrow \) are used for explicit type-level computation in \( \lambda I \leq \). In particular, \( \text{cast}_\uparrow \) and \( \text{cast}_\downarrow \) convert the type of an expression by a one-step reduction or expansion, respectively. \( \text{cast}_\uparrow \) needs to be annotated with the result type of one-step expansion, while \( \text{cast}_\downarrow \) does not, since one-step reduction is deterministic (see Section 5.3.4).

**Bounded Quantification.** Functions are written as \( \lambda x \leq e_1 : A. \ e_2 \), which support bounded quantification as in System \( F \leq \) [Cardelli et al. 1994]. The bound term \( e_1 \) is annotated with a type \( A \). Correspondingly, function types written as \( \Pi x \leq e : A. \ B \) also contain a bound term \( e \). Function types can be dependent if \( x \) occurs free in \( B \). The top type \( \top \) is a supertype of any well-formed term, e.g., \( 3 \leq \top \). The top type generalizes the conventional top type in System \( F \leq \), which is only a supertype of well-formed types, e.g., \( \text{Int} \leq \top \).

**Syntactic Sugar.** Unbounded functions (\( \lambda x : A. \ e \)) and function types (\( \Pi x : A. \ B \)) are not defined as primitives in the syntax. With the generalized top type, we can define them as syntactic sugar of top-bounded ones, i.e., \( \lambda x \leq \top : A. \ e \) and \( \Pi x \leq \top : A. \ B \) as shown in Figure 5.2. We also treat arrow types \( A \to B \) as syntactic sugar of \( \Pi x : A. \ B \) if \( x \) does not occur free in \( B \).
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Expressions

\[ e, A, B ::= x | * | \top | e_1 e_2 | \text{cast}_\uparrow [A] e | \text{cast}_\downarrow e \]

Contexts

\[ \Gamma ::= \emptyset | \Gamma, x \leq e : A \]

Inert Terms

\[ u ::= x | \top | u e | \text{cast}_\downarrow u \]

Values

\[ v ::= \star | \lambda x \leq e_1 : A. e_2 | \Pi x \leq e : A. B | \text{cast}_\uparrow [A] e | u \]

Syntactic Sugar

\[ \lambda x : A. e \triangleq \lambda x \leq \top : A. e \]

\[ \Pi x : A. B \triangleq \Pi x \leq \top : A. B \]

\[ A \to B \triangleq \Pi x : A. B \quad \text{where} \ x \notin \text{FV}(B) \]

Figure 5.2. Syntax

Context. The syntax of context \( \Gamma \) is defined in Figure 5.2. The variable binding only has the bounded form \( x \leq e : A \) where the bound term \( e \) has type \( A \). Similar to the treatment of unbounded functions above, we can treat an unbounded variable binding as the syntactic sugar of a top-bounded binding, i.e., \( \Gamma, x : A \triangleq \Gamma, x \leq \top : A \).

5.2.2 Operational Semantics

Figure 5.3 shows the definition of one-step reduction (\( \rightsquigarrow \)), which is used for both evaluation and type conversion (via cast operators). It follows the call-by-name style and is weak-head. R-BETA performs the beta reduction and does not require the argument to be a value. R-CASTELIM cancels consecutive \( \text{cast}_\downarrow \) and \( \text{cast}_\uparrow \). R-APP and R-CASTDN perform reduction at the head term of an application and the inner term of \( \text{cast}_\downarrow \), respectively.

Since the reduction relation (\( \rightsquigarrow \)) is also used for type conversion, we may encounter open terms during reduction. However, some open terms are stuck terms that are not reducible by \( \rightsquigarrow \). For example, an application starting with a variable: \( x e_1 e_2 \ldots e_n \). Also, as the top type is generalized, assuming it is a supertype of an \( n \)-ary function, we can have a well-formed but stuck term such as \( \top e_1 e_2 \ldots e_n \). Furthermore, if we replace \( x \) and \( \top \) in both stuck terms by \( \text{cast}_\downarrow x \) and \( \text{cast}_\uparrow \top \) respectively, they still cannot be reduced.

We introduce a syntactic category called inert terms to cover such stuck terms. The terminology is inspired by the fireball calculus [Paolini and Della Rocca 1999; Accattoli and Guerrieri 2016]. Figure 5.2 shows the definition of inert terms, ranged over by metavariable \( u \). Two base inert terms are variables and the top type. Compound inert terms are either an application leading with an inert term, i.e., \( u e \), or down-cast inert term, i.e., \( \text{cast}_\downarrow u \). We treat inert terms as values. Figure 5.2 shows the syntax of values, ranged over by metavariable \( v \), as shown in Figure 5.2. A value can either be the kind \( * \), a function, a function type, a \( \text{cast}_\uparrow \) term or an inert term.

There are several alternative designs on reduction rules and syntax of values, e.g., beta-top \((\beta \top)\) reduction [Pierce and Steffen 1997] and \( \text{cast}_\uparrow [A] v \) as a value [Pierce 2002; Yang et al. 2016]. We will discuss these designs and their trade-offs later in Section 5.6.

5.2.3 Static Semantics

Figure 5.4 shows the rules of static semantics, including two judgment forms: context well-formedness \( \vdash \Gamma \) and unified subtyping \( \Gamma \vdash e_1 \leq e_2 : A \). The unified subtyping judgment \( \Gamma \vdash e_1 \leq e_2 : A \) serves as both subtyping and typing judgment. It can be interpreted as \( "e_1 \) is a subtype of \( e_2 \) and both of them have type \( A." \) The inference rules are developed to satisfy such interpretation. For brevity, if \( e_1 \) and \( e_2 \) are the same (i.e. \( e_1 = e_2 = e \)), we use the syntactic
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(Call-by-name Reduction)

\[ e_1 \leftrightarrow e_2 \]

\[
\begin{array}{c}
\text{R-Beta} \\
(\lambda x : A. \, e_1) \, e_2 \leftrightarrow e_1[x \mapsto e_2] \\
\end{array}
\]

\[
\begin{array}{c}
\text{R-App} \\
e_1 \Rightarrow_\text{R} e_1' \leftrightarrow e_1 \Rightarrow_\text{R} e_2 \\
\end{array}
\]

\[
\begin{array}{c}
\text{R-Mu} \\
\mu x : A. \, e \leftrightarrow e[x \mapsto \mu x : A. \, e] \\
\end{array}
\]

\[
\begin{array}{c}
\text{R-Cast} \\
e \leftrightarrow e' \\
\end{array}
\]

\[
\begin{array}{c}
\text{R-CastElm} \\
cast_i \, e \leftrightarrow \text{cast}_i \, e' \\
\end{array}
\]

Figure 5.3. Operational semantics

sugar \( \Gamma \vdash e : A \) (see Figure 5.4), which also has the same form of typing judgment in traditional systems. We also use \( \Gamma \vdash A : * \) to check if type \( A \) is well-formed, i.e., has the kind \( * \). Thus in \( \lambda I \leq \), subtyping, typing and well-formedness of types are all unified by the unified subtyping judgment:

Unified Subtyping

\[ \Gamma \vdash e_1 \leq e_2 : A \]

Typing

\[ \Gamma \vdash e : A \iff \Gamma \vdash e \leq e : A \]

Well-formed Types

\[ \Gamma \vdash A : * \iff \Gamma \vdash A \leq A : * \]

A key benefit of unified subtyping is that the mutual dependency issue between typing and subtyping found in many traditional higher-order subtyping systems can be avoided since typing is just a special case of subtyping.

The context well-formedness judgment \( \vdash \Gamma \) is defined inductively on the structure of \( \Gamma \). Whenever adding a fresh binding \( x \leq e : A \) to the context \( \Gamma \), the judgment ensures \( e \) has a well-formed type \( A \).

We briefly introduce the basic rules and discuss the rest in detail. S-Ax defines the reflexivity of the kind \( * \) and follows the “type-in-type" axiom [Cardelli 1986b] for the typing of \( * \). S-VarRefl defines the reflexivity of a variable and its typing by looking up the context. S-VarTrans defines the variable lookup followed by transitivity, which follows the algorithmic version of System \( F_{\leq} \) [Curien and Ghelli 1992].

**Generalized Top Type.** S-Tor defines subtyping for the generalized top type: a supertype of any term \( e \) which has the same type \( A \) as \( e \). A special case is when \( e \) is also a top type. For this case we need to define the reflexivity of top type as in the rule S-TorRefl, which indicates that the top type can have any well-formed type \( A \). In other words, any well-formed type can be inhabited by the generalized top type, which causes logical inconsistency. Note that allowing “type-in-type” axiom in S-Ax already brings logical inconsistency [Barendregt 1992]. Our goal is to investigate the calculus for traditional programming that allows general recursion, which is logically inconsistent any way. Thus, we do not consider generalized top type or “type-in-type" axiom problematic. With top type generalized, bounded and unbounded quantification are unified, which significantly simplifies the system.

**Functions and Function Types.** S-Abs defines the subtyping relation between functions, which follows the *invariant* rule for type operators in System \( F_{\leq} \) [Pierce and Steffen 1997]. It requires the bounds and argument types being compared to be identical. The first line of premises in S-Abs checks the well-formedness of binding. The second line of premises checks if the function bodies are covariant and their type is well-formed.
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<table>
<thead>
<tr>
<th>Context Well-formedness</th>
<th>WU-EMPTY</th>
<th>WU-CONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma \vdash \emptyset$</td>
<td>$\Gamma, x \vdash e : A$</td>
<td></td>
</tr>
</tbody>
</table>

$\Gamma \vdash e_1 \leq e_2 : A$

S-Ax

$\Gamma \vdash \ast \leq \ast : \ast$

S-VarRef

$\Gamma \vdash x \leq e : A \in \Gamma$

S-Abs

$\Gamma \vdash x \leq e_2 : A$

$\Gamma \vdash x \leq e_1 : A$

(Unified Subtyping)

S-Top

$\Gamma \vdash e : A$

S-TopRef

$\Gamma \vdash \top \leq \top : A$

S-Prod

$\Gamma \vdash e : A'$

$\Gamma \vdash A' : A : \ast$

$\Gamma, x \leq e : A' \vdash B : \ast$

$\Gamma \vdash (\Pi x \leq e : A, B) : (\Pi x \leq e' : A', B') : \ast$

S-Cast

$\Gamma \vdash B : \ast$

$\Gamma \vdash e_1 \leq e_2 : A$

$\Gamma, x \leq e : A' \vdash B' : \ast$

$\Gamma \vdash \Pi x \leq e : A, B : \ast$

Syntactic Sugar

$\Gamma \vdash e : A \equiv \Gamma \vdash e \leq e : A$

Figure 5.4. Static semantics

S-Prod defines the relation between function types. Unlike S-Abs, it only requires the bounds to be identical. The argument types can vary and are contravariant. Such design follows the Kernel Fun variant [Cardelli and Wegner 1985] of System $F_<$.

$F_<$ can be viewed as a combination of the subtyping rules for arrow types and universal types of System $F_<$:

Pointwise Subtyping. S-App defines subtyping between applications and uses a pointwise subtyping rule originated from System $F_{\rightarrow}^*$ [Pierce and Steffen 1997], which is also used in many systems with higher order subtyping [Hutchins 2010; Aspinall and Compagnoni 1996; Zwanenburg 1999]. When comparing two applications, we require the arguments to be identical and only compare the head terms, equivalently to type operators in $F_{\rightarrow}^*$. The first premise of S-App ensures the head term to have a function type, e.g., $\Pi x \leq e_3 : B, C$. The second premise checks the bound and typing requirements: if the argument $A$ is a subtype of $e_3$ and $A$ has the type $B$.  

\[
\Delta \vdash T_1 \leq U_1 \quad \Delta \vdash T_2 \leq U_2 \quad \Delta \vdash (U_1 \rightarrow U_2) \leq (T_1 \rightarrow T_2)
\]

\[
\Delta, X \leq U \vdash T_1 \leq T_2 \quad \Delta \vdash (\forall X \leq U, T_1) \leq (\forall X \leq U, T_2)
\]
Explicit Casts and Syntactic Equality. S-CastUp and S-CastDn are rules for explicit cast operators. They can be seen as a generalization of typing rules of fold and unfold from iso-recursive types (see Section 4.1.4). Weak-head reduction (→) is used for type-level conversion. Note that when comparing cast terms, we require the annotations to be the same. S-Sub is the subsumption rule. The second premise checks the subtyping relation between well-formed types by reusing the unified subtyping judgment. Note that S-Sub does not subsume the implicit conversion rule, which can be found in $F_\omega^<= \text{ and Pure Type Systems.}$ Because the unified subtyping judgment does not subsume beta conversion, i.e., $(\lambda x : \text{. } x) \text{Int} \leq \text{Int}$ does not hold. As a consequence, types of expressions are equal only up to syntactic equality (i.e. alpha equality), but not beta equality. Nevertheless, we can recover type-level computation through explicit cast operators.

Algorithmic up to Subtyping. The unified subtyping rules shown in Figure 5.4 are declarative because of the subsumption rule S-Sub. But the system is almost algorithmic: if we ignore the typing result and only consider the subtyping part, the system becomes algorithmic. Like the algorithmic version of System $F_\omega^<= \text{ and Pure Type Systems,}$ there is no built-in transitivity rule defined in $\lambda I_\subseteq.$ Actually, transitivity can be proved from other rules (see Section 5.3.2).

5.3 The Metatheory of Unified Subtyping

In this section, we discuss the metatheory of $\lambda I_\subseteq$ by focusing on two main targets: transitivity and type safety. We emphasize here that in previous work the metatheory for the combination between dependent types and subtyping was a key difficulty, greatly due to the entanglement between the metatheory of subtyping and typing. With unified subtyping we develop a single metatheory for the new relation instead. Traditional theorems related to the metatheory of typing and subtyping can then be viewed as particular instantiations of the unified subtyping theorems. Because the unified subtyping relation is new, working out the metatheory for our system actually required figuring out which theorems to prove (i.e. what form should they have); and in which order to prove them. It is crucial (and non-trivial) to prove the right theorems in the correct order. Nevertheless, once the form of the theorems and the order in which they should be proved are set, then the proofs can actually be done with simple techniques similar to those used in more traditional systems. The dependency diagram of main lemmas in this section is shown in Figure 5.5.

5.3.1 Basic Lemmas

Before going to the proof of transitivity, we first discuss several important basic lemmas including reflexivity, weakening, consistency of typing and narrowing.

Reflexivity. The subtyping relation in System $F_\subseteq$ is reflexive, i.e., $\Delta \vdash T \leq T$ holds for any well-formed type $T$ and context $\Delta$. Since unified subtyping in $\lambda I_\subseteq$ tracks typing results, the relation in reflexive form, i.e., $\Gamma \vdash e \leq e : A$, works like a typing judgment $\Gamma \vdash e : A$ (recall the syntactic sugar in Figure 5.4). Reflexivity does not hold for arbitrary $e$ and $A$. However reflexivity does hold for any well-(sub)typed terms. That is:

Lemma 5.3.1 (Reflexivity). If $\Gamma \vdash e_1 \leq e_2 : A$, then both $\Gamma \vdash e_1 : A$ and $\Gamma \vdash e_2 : A$ hold.
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5.3.13 Type Preservation

5.3.15 Generalized Subtype Preservation

5.3.10 Substitution

5.3.3 Right Reflexivity

5.3.11 Correctness of Types

5.3.4 Weakening

5.3.2 Left Reflexivity

5.3.7 Bound Narrowing

5.3.9 Transitivity

5.3.6 Type Narrowing

5.3.5 Consistency of Typing

Figure 5.5. Dependency of lemmas for the metatheory of unified subtyping

This lemma is also called validity in some literature [Abel and Rodriguez 2008]. Here we call it “reflexivity” because conclusions are still (unified) subtyping relations in reflexive form. It also meets the interpretation of unified subtyping mentioned in Section 5.2.3. We separate the reflexivity lemma into two sub-lemmas by dividing the conclusion:

Lemma 5.3.2 (Left Reflexivity). If \( \Gamma \vdash e_1 \leq e_2 : A \), then \( \Gamma \vdash e_1 : A \) holds.

Lemma 5.3.3 (Right Reflexivity). If \( \Gamma \vdash e_1 \leq e_2 : A \), then \( \Gamma \vdash e_2 : A \) holds.

Left reflexivity can be proved by induction on the derivation of \( \Gamma \vdash e_1 \leq e_2 : A \). However, right reflexivity is difficult to prove due to the generalized top type. Consider the case of S-Top, i.e., \( \Gamma \vdash e \leq T : A \). We know \( \Gamma \vdash e : A \) from the premise. The target \( \Gamma \vdash T : A \) requires \( A \) to be well-formed, i.e., \( \Gamma \vdash A : \star \), as indicated by the premise of S-TopRefl. To prove \( \Gamma \vdash A : \star \) from \( \Gamma \vdash e : A \), we need a lemma called correctness of types (Lemma 5.3.11), which is not available currently. We will show the full proof later in Section 5.3.3. Currently without right reflexivity, we add redundant premises in typing rules to simplify the proofs. For example, in rule S-Prod, the third premise \( \Gamma \vdash A : \star \) is derivable from the first premise \( \Gamma \vdash A' \leq A : \star \) by right reflexivity. Once right reflexivity is shown, such additional premises can be removed without changing the type system.

Weakening. The weakening lemma is standard:

Lemma 5.3.4 (Weakening). If \( \Gamma_1, \Gamma_3 \vdash e_1 \leq e_2 : A \) and \( \Gamma_1, \Gamma_2, \Gamma_3 \vdash \), then \( \Gamma_1, \Gamma_2, \Gamma_3 \vdash e_1 \leq e_2 : A \).

The proof is by induction on the derivation of \( \Gamma_1, \Gamma_3 \vdash e_1 \leq e_2 : A \). The only interesting case is when S-Prod is the last derivation. The last premise of S-Prod adds binding \( x \leq e : A' \) into the context \( \Gamma \). We need to ensure \( A' \) is well-formed, i.e., \( \Gamma \vdash A' : \star \), as required by context well-formedness. Though not included in the premise, it can be derived by applying left reflexivity (Lemma 5.3.2) to the first premise, i.e., \( \Gamma \vdash A' \leq A : \star \).

Consistency of Typing. We prove a simple yet important lemma, called consistency of typing:
**Lemma 5.3.5** (Consistency of Typing). If $\Gamma \vdash e_1 : A$ and $\Gamma \vdash e_1 \leq e_2 : B$, then $\Gamma \vdash e_1 \leq e_2 : A$.

The proof is by induction on the derivation of $\Gamma \vdash e_1 \leq e_2 : B$. This lemma is the key to decoupling typing from unified subtyping. To prove $\Gamma \vdash e_1 \leq e_2 : A$, we can individually show 1) $e_1$ has the type $A$ and 2) $e_1$ is a subtype of $e_2$ regardless of typing, as long as there is some type $B$ such that $\Gamma \vdash e_1 \leq e_2 : B$.

**Narrowing.** We have two narrowing lemmas in $\lambda I_\leq$, type narrowing and bound narrowing:

**Lemma 5.3.6** (Type Narrowing). Given $\Gamma_1, x \leq e : B, \Gamma_2 \vdash e_1 \leq e_2 : C$, if $\Gamma_1 \vdash A \leq B : \star$ and $\Gamma_1 \vdash e : A$, then $\Gamma_1, x \leq e : A, \Gamma_2 \vdash e_1 \leq e_2 : C$.

**Lemma 5.3.7** (Bound Narrowing). If $\Gamma_1, x \leq e : B, \Gamma_2 \vdash e_1 \leq e_2 : C$ and $\Gamma_1 \vdash e' \leq e : B$, then $\Gamma_1, x \leq e' : B, \Gamma_2 \vdash e_1 \leq e_2 : C$.

As indicated by the name, for a binding $x \leq e : B$ in the context, type narrowing changes its type from $B$ to a subtype $A$, while bound narrowing changes its bound from $e$ to a subtype $e'$. We only prove type narrowing here, since bound narrowing depends on transitivity, as will be discussed later in Section 5.3.3. The type narrowing lemma is proved by induction on the derivation of $\Gamma_1, x \leq e : B, \Gamma_2 \vdash e_1 \leq e_2 : C$. The only interesting case is when the last derivation uses $S\text{-VarTrans}$, i.e., $e_1$ is a variable. It is easy to prove by the induction hypothesis when $e_1$ is not $x$. When $e_1 = x$, we know $B = C$ and our target is to show $\Gamma_1, x \leq e : A, \Gamma_2 \vdash x \leq e_2 : B$. By applying the subsumption rule $S\text{-Sub}$ and $S\text{-VarTrans}$, our target becomes $\Gamma_1, x \leq e : A, \Gamma_2 \vdash e \leq e_2 : B$. Note that we have $\Gamma_1, x \leq e : A, \Gamma_2 \vdash e \leq e_2 : B$ by the induction hypothesis. The only gap is the typing result, which should be $A$ but not $B$. Thus, we can apply the consistency of typing lemma (Lemma 5.3.5) and prove $\Gamma_1, x \leq e : A, \Gamma_2 \vdash e : A$ instead, which is immediate by weakening (Lemma 5.3.4).

### 5.3.2 Transitivity

Transitivity is a desirable property of systems with subtyping. Declarative presentations of calculi often include a built-in transitivity rule:

$$
\frac{\Gamma \vdash e_1 \leq e_2 : A \quad \Gamma \vdash e_2 \leq e_3 : A}{\Gamma \vdash e_1 \leq e_3 : A} \text{ S-Trans}
$$

This simplifies the proof of lemmas such as narrowing and substitution. However, noticing that $e_1$ and $e_3$ can be in any form, the rule can be applied any time during derivation, which complicates the inversion of subtyping judgments. A process called transitivity elimination [Pierce 2002; Pierce and Steffen 1997; Compagnoni 1995] can be used to avoid such complexity brought by the transitivity rule. The declarative system is reformulated into an algorithmic one without a transitivity rule. The transitivity property is then proved against the algorithmic system. Similarly, we formulate $\lambda I_\leq$ without a built-in transitivity rule but only with a base case for variables (i.e., $S\text{-VarTrans}$), as mentioned in Section 5.2.3. Next we show the proof of transitivity in $\lambda I_\leq$.

First, we need to generalize the form of transitivity. The form of rule S-Trans is too restricted: conditions are required to have the same type. This causes issues when both conditions are
We only know \( B_1 \) and \( B_2 \) are both subtypes of \( A \) but cannot determine the relation between them. The induction hypothesis cannot be applied since it requires \( B_1 \) and \( B_2 \) to be the same. Thus, we generalize the property into

\[
\frac{\Gamma \vdash e_1 \leq e_2 : A \quad \Gamma \vdash e_2 \leq e_3 : B}{\Gamma \vdash e_1 \leq e_3 : A} \quad \text{S-TRANS}
\]

where the conditions are allowed to have different types and the conclusion needs to have the same type as the first condition. The proof of the generalized transitivity is standard [Pierce 2002] by induction on the size of \( e_2 \) and an inner induction on the derivation of the first condition \( \Gamma \vdash e_1 \leq e_2 : A \). We only discuss the interesting case when both derivations end with \( \text{S-Prod} \). We have \( e_1 = \Pi x \leq e : A_1 \), \( B_1 \), \( B_2 \), and \( e_3 = \Pi x \leq e : A_3 \). \( B_3 \), with

\[
\begin{align*}
\Gamma \vdash A_2 & \leq A_1 : \star \quad (1) \quad \Gamma, x \leq e : A_2 \vdash B_1 \leq B_2 : \star \quad (2) \\
\Gamma \vdash A_3 & \leq A_2 : \star \quad (3) \quad \Gamma, x \leq e : A_3 \vdash B_2 \leq B_3 : \star \quad (4)
\end{align*}
\]

For clarity, we omit all derivations for well-formedness checking in the discussion, which can be trivially proved by the induction hypothesis. Our target is to prove \( \Gamma \vdash A_3 \leq A_1 : \star \) and \( \Gamma, x \leq e : A_3 \vdash B_1 \leq B_3 : \star \). The first target can be obtained by combining (1) and (3) using the outer induction hypothesis since \( A_2 \) has smaller size than \( e_2 \). Noting that the context of the (2) is different from (4) and the second target, we use Lemma 5.3.6 to narrow the type of the binding to obtain \( \Gamma, x \leq e : A_3 \vdash B_1 \leq B_2 : \star \). Then we can similarly obtain the second target by the outer induction hypothesis since the size of \( B_2 \) is smaller than \( e_2 \). We conclude the generalized transitivity by the following lemma:

**Lemma 5.3.8 (Generalized Transitivity).** If \( \Gamma \vdash e_1 \leq e_2 : A \) and \( \Gamma \vdash e_2 \leq e_3 : B \), then \( \Gamma \vdash e_1 \leq e_3 : A \).

Thus, the original transitivity is an immediate corollary:

**Lemma 5.3.9 (Transitivity).** If \( \Gamma \vdash e_1 \leq e_2 : A \) and \( \Gamma \vdash e_2 \leq e_3 : A \), then \( \Gamma \vdash e_1 \leq e_3 : A \).

As shown in Figure 5.5, the proof of generalized transitivity depends on type narrowing (Lemma 5.3.6) and type narrowing depends on consistency of typing (Lemma 5.3.5). Actually, we can view consistency of typing as a special case of generalized transitivity by letting \( e_1 = e_2 = e_1' \) and \( e_3 = e_2' \). This indicates that type narrowing can also be proved using generalized transitivity. Thus, an alternative approach is to prove generalized transitivity and type narrowing simultaneously. A potential issue is that this approach makes these two lemmas mutually dependent. We choose to first prove a weaker version of generalized transitivity, i.e., consistency of typing, which has a much simpler proof. Then we can show type narrowing before transitivity without causing circularity.
5.3.3 Basic Lemmas, Revisited

Recall that in Section 5.3.1 we leave two lemmas unproved, i.e., right reflexivity (Lemma 5.3.3) and bound narrowing (Lemma 5.3.7), which depend on other lemmas that were not available yet. As we have proved transitivity in Section 5.3.2, we can recover the proof of these two lemmas.

Bound Narrowing. Similar to type narrowing (Lemma 5.3.6), bound narrowing (Lemma 5.3.7) is proved by induction on the derivation of $\Gamma; x \leq e : B, \Gamma_2 \vdash e_1 \leq e_2 : C$. We consider the interesting case when the derivation ends with $\text{S-VarTrans}$. If $e_1$ is not $x$, it is trivial to prove by the induction hypothesis. If $e_1 = x$, we have $B = C$ and our target is to show $\Gamma_1; x \leq e' : B, \Gamma_2 \vdash e \leq e_2 : B$. By the induction hypothesis, we have $\Gamma_1, x \leq e' : B, \Gamma_2 \vdash e \leq e_2 : B$. Noticing that by weakening (Lemma 5.3.4), we can obtain $\Gamma_1, x \leq e' : B, \Gamma_2 \vdash e' \leq e : B$ from the second condition. By transitivity (Lemma 5.3.9), we have $\Gamma_1, x \leq e' : B, \Gamma_2 \vdash e' \leq e_2 : B$. Also noticing that $x \leq e' : B \in \Gamma_1, x \leq e' : B, \Gamma_2$, we obtain the target by the rule $\text{S-VarTrans}$.

Substitution. We show that the substitution lemma holds in $\lambda I_\leq$:

Lemma 5.3.10 (Substitution). If $\Gamma, x \leq e : B, \Gamma_2 \vdash e_1 \leq e_2 : A$ and $\Gamma_1 \vdash e' \leq e : B$, then $\Gamma_1, \Gamma_2[x \mapsto e'] \vdash e_1[x \mapsto e'] \leq e_2[x \mapsto e'] : A[x \mapsto e']$.

The proof is standard by induction on the derivation of the first condition. It is similar to the proof of bound narrowing. Transitivity and weakening are also required for the case when $\text{S-TransVar}$ is the last derivation. Note that the second condition $\Gamma_1 \vdash e' \leq e : B$ contains both subtyping requirement ($e'$ is a subtype of $e$) and typing requirement ($e'$ has type $B$). Thus, the substitution lemma in $\lambda I_\leq$ has only one form.

Right Reflexivity. As mentioned in Section 5.3.1, right reflexivity (Lemma 5.3.3) depends on correctness of types:

Lemma 5.3.11 (Correctness of Types). If $\Gamma \vdash e_1 \leq e_2 : A$, then $\Gamma \vdash A : \ast$.

But correctness of types also depends on right reflexivity. Consider the last derivation of $\Gamma \vdash e_1 \leq e_2 : A$ is $\text{S-Sub}$, where the premises are $\Gamma \vdash e_1 \leq e_2 : B$ and $\Gamma \vdash B \leq A : \ast$. The conclusion $\Gamma \vdash A : \ast$ holds if we apply right reflexivity to the second premise. Thus, we prove these two lemmas simultaneously by induction on the derivation of $\Gamma \vdash e_1 \leq e_2 : A$. Note that the proof of correctness of types also depends on the substitution lemma (Lemma 5.3.10) when the derivation ends with $\text{S-App}$.

With both left and right reflexivity proved, we conclude the reflexivity (Lemma 5.3.1) holds and the interpretation of unified subtyping in Section 5.2.3 is correct. One key insight here is that we do not prove the full reflexivity lemma first. Otherwise, it will cause circular dependency in the metatheory (imagine merging two nodes of left and right reflexivity in Figure 5.5).

5.3.4 Type Safety

We prove type safety by showing type preservation and progress lemmas [Wright and Felleisen 1994]. Though both lemmas have the same form as traditional systems, the typing judgment is just syntactic sugar of unified subtyping, as mentioned in Section 5.2.3.
Determinacy of Reduction. We first show that the one-step reduction relation is deterministic:

Lemma 5.3.12 (Determinacy of Reduction). If \( e \mapsto e_1 \) and \( e \mapsto e_2 \), then \( e_1 = e_2 \).

The proof is straightforward by induction on the derivation of \( e \mapsto e_1 \). Note that the equality used in the conclusion is syntactic equality. The result of type-level reduction in the rule S-CastDN (i.e. type \( B \)) is unique. Thus, the cast₁ term is not required to be annotated with the result type.

Type Preservation. Type preservation, also known as subject reduction [Wright and Felleisen 1994], states that reducing a term does not change its type:

Lemma 5.3.13 (Type Preservation). If \( \Gamma \vdash e : A \) and \( e \mapsto e' \), then \( \Gamma \vdash e' : A \).

However, if we try to directly prove this lemma by induction on the derivation of \( \Gamma \vdash e \leq e : A \) (i.e. \( \Gamma \vdash e : A \)), the proof will get stuck. Consider the last derivation is S-CastDN and \( e \mapsto e' \) is an instance of R-CastELIM with \( e = \text{cast}_\uparrow (\text{cast}_\uparrow [B'] e) \) and \( e' = e \). We have \( \Gamma \vdash \text{cast}_\uparrow [B'] e : B \) and \( B \mapsto A \). By inversion of S-CastUp, we can obtain \( \Gamma \vdash e : A', B' \mapsto A' \) and \( \Gamma \vdash B' \leq B : * \). Our target is to show \( \Gamma \vdash e : A \). If we can prove \( \Gamma \vdash A' \leq A : * \), then the target can be obtained immediately by the subsumption rule S-Sub. The relation is shown as follows:

\[
\begin{aligned}
B' &\leq B \\
A' &\leq A
\end{aligned}
\]

The subtyping relation in the second line requires a proof, which can be shown by the following lemma with a more general typing result other than the kind *:

Lemma 5.3.14 (Subtype Preservation). If \( \Gamma \vdash e_1 \leq e_2 : A \), \( e_1 \mapsto e'_1 \), \( e_2 \mapsto e'_2 \), then \( \Gamma \vdash e'_1 \leq e'_2 : A \).

We call this lemma subtype preservation indicating that the unified subtyping relation is preserved by reduction. Type preservation is just a special case of it when \( e_1 = e_2 = e \) and \( e'_1 = e'_2 = e' \). A naive proof is by induction on the derivation of \( \Gamma \vdash e_1 \leq e_2 : A \). The substitution lemma (Lemma 5.3.10) is required for the case when the derivation ends with S-App and both reductions are instances of R-Beta. However, the proof gets stuck when the derivation ends with S-CastDN, and both reductions are instances of R-CastELIM with \( e_1 = \text{cast}_\uparrow (\text{cast}_\uparrow [B] e'_1) \) and \( e_2 = \text{cast}_\uparrow (\text{cast}_\uparrow [B] e'_2) \). The induction hypothesis does not work as it requires \( \text{cast}_\uparrow [B] e'_1 \) and \( \text{cast}_\uparrow [B] e'_2 \) to be reducible, while both of them are values (see Figure 5.2). To solve this issue, we need to generalize the subtype preservation lemma into the following one:

Lemma 5.3.15 (Generalized Subtype Preservation). Given that \( \Gamma \vdash e_1 \leq e_2 : A \) holds,

1. if both \( e_1 \) and \( e_2 \) are \( \text{cast}_\uparrow \) terms, i.e., \( e_1 = \text{cast}_\uparrow [B] e'_1 \) and \( e_2 = \text{cast}_\uparrow [B] e'_2 \), and \( A \mapsto A' \), \( B \mapsto B' \), then \( \Gamma \vdash e'_1 \leq e'_2 : A' \);

2. otherwise, if \( e_1 \mapsto e'_1 \) and \( e_2 \mapsto e'_2 \), then \( \Gamma \vdash e'_1 \leq e'_2 : A \).

Now the proof by induction can proceed with the generalized lemma. For the case which was stuck in the previous attempt, the conclusion is exactly the induction hypothesis that follows the case (1) of the lemma. The non-trivial case is when the derivation ends with the subsumption rule.
S-Sub. When \( e_1 \) and \( e_2 \) are not both cast \( \tau \) terms, the proof is trivial by the induction hypothesis. Otherwise, we have \( e_1 = \text{cast}_\tau [C] e_1' \) and \( e_2 = \text{cast}_\tau [C] e_2' \) such that

\[
\begin{align*}
\Gamma \vdash \text{cast}_\tau [C] e_1' & \leq \text{cast}_\tau [C] e_2' : B & (1) \\
A \hookrightarrow A' & & (2) \\
\Gamma \vdash B & \leq A : * & (3) \\
C & \hookrightarrow C' & (4)
\end{align*}
\]

Our target is to show \( \Gamma \vdash e_1' \leq e_2' : A' \). Note that the annotations of \( \text{cast}_\tau \) in both terms must be the same (i.e. \( C \)) by S-CastUp. By inversion of (1), we have \( \Gamma \vdash C \leq B : * \). We first show there exists some \( B' \) such that \( B \hookrightarrow B' \) by proving the following lemma:

**Lemma 5.3.16 (Reduction Exists in the Middle).** Given that \( \Gamma \vdash C \leq B : D \) and \( \Gamma \vdash B \leq A : D \), if \( C \hookrightarrow C' \) and \( A \hookrightarrow A' \), then there exists \( B' \) such that \( B \hookrightarrow B' \).

Then by induction hypothesis, we have \( \Gamma \vdash e_1' \leq e_2' : B' \) from (1) by the first case of lemma and \( \Gamma \vdash B' \leq A' : * \) from (2) by the second (1st case impossible). Thus, we can prove the target by S-Sub and conclude Lemma 5.3.15. Finally, it is trivial to show that the original subtype preservation lemma is a corollary of the generalized one. Thus, we can conclude the type preservation lemma which is an immediate corollary of subtype preservation.

**Progress.** Progress states that well-formed terms do not get stuck:

**Lemma 5.3.17 (Progress).** If \( \emptyset \vdash e : A \) then either \( e \) is a value \( v \) or there exists \( e' \) such that \( e \hookrightarrow e' \).

As we mentioned in Section 5.2.2, the type-level reduction in cast operators may encounter open terms. We prove a stronger progress lemma with a non-empty context:

**Lemma 5.3.18 (Generalized Progress).** If \( \Gamma \vdash e : A \) then either \( e \) is a value \( v \) or there exists \( e' \) such that \( e \hookrightarrow e' \).

Then the original progress lemma is an immediate corollary of the stronger version. The proof is straightforward by induction on the derivation of \( \Gamma \vdash e : A \). The definition of values is critical to the proof as it covers many stuck terms with variables and the top type (see also the discussion of inert terms in Section 5.2.2).

### 5.4 Algorithmic Version

As we mentioned in Section 5.2.3, the unified subtyping judgment presented in Figure 5.4 is declarative but almost algorithmic. The typing part is declarative because of the subsumption rule, while the subtyping part is algorithmic. If we separately check the typing part and subtyping part, we just need to develop an algorithm for type checking. We use **bidirectional type checking** [Pierce and Turner 2000], a standard technique to develop the type checking algorithm for type systems with subtyping. We show the soundness and completeness of the type and subtype checking algorithm with respect to the original unified subtyping judgment. Developing a unified algorithmic system is left as future work, as will be discussed in Section 8.2.
### 5.4. Algorithmic Version

**Erasure of Annotations**

\[ |x| = x \]
\[ |\star| = \star \]
\[ |\top| = \top \]
\[ |e_1 \cdot e_2| = |e_1| \cdot |e_2| \]
\[ |\lambda x \leq e : A . e_2| = \lambda x \leq |e_1| : |A| . |e_2| \]
\[ |\Pi x \leq e : A . e_2| = \Pi x \leq |e| : |A| . |B| \]
\[ |\text{cast}_\downarrow [A] e| = \text{cast}_\downarrow [|A|] |e| \]
\[ |\{ e : A \}| = |e| \]

**Erasure of Annotations in Contexts**

\[ |\emptyset| = \emptyset \]
\[ |\Gamma, x \leq e : A| = |\Gamma|, x \leq |e| : |A| \]

Figure 5.6. Erasure of annotations

\[ \Gamma \vdash e_1 \leq e_2 \]

<table>
<thead>
<tr>
<th>Rule</th>
<th>Syntax</th>
<th>Action</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS-STAR</td>
<td>$x \leq e : A \in \Gamma$</td>
<td>$\Gamma \vdash x \leq x$</td>
</tr>
<tr>
<td>AS-VARREFL</td>
<td>$x \leq e_1 : A \in \Gamma$</td>
<td>$\Gamma \vdash e_1 \leq e_2$</td>
</tr>
<tr>
<td>AS-VARTRANS</td>
<td>$x \leq e_1 : A \in \Gamma$</td>
<td>$\Gamma \vdash e_1 \leq e_2$</td>
</tr>
<tr>
<td>AS-CastUp</td>
<td>$\Gamma \vdash e_1 \leq e_2$</td>
<td>$\Gamma \vdash \text{cast}<em>\downarrow [A] e_1 \leq \text{cast}</em>\downarrow [A] e_2$</td>
</tr>
<tr>
<td>AS-CastDN</td>
<td>$\Gamma \vdash \text{cast}<em>\downarrow e_1 \leq \text{cast}</em>\downarrow e_2$</td>
<td></td>
</tr>
<tr>
<td>AS-APP</td>
<td>$\Gamma \vdash e_1 \leq e_2$</td>
<td>$\Gamma \vdash e_1 A \leq e_2 A$</td>
</tr>
<tr>
<td>AS-ABS</td>
<td>$\Gamma \vdash e_1 \leq e_2$</td>
<td>$\Gamma \vdash (\lambda x \leq e_3 : A . e_1) \leq (\lambda x \leq e_3 : A . e_2)$</td>
</tr>
</tbody>
</table>

Figure 5.7. Algorithmic subtyping

### 5.4.1 Bidirectional Type Checking

We extend the syntax of $\lambda I_{\leq}$ with annotations, denoted by $(e : A)$ (parentheses are required). We use $|e|$ to denote the erasure of all annotation from a term and $|\Gamma|$ for the erasure of a context (see Figure 5.6). The algorithmic subtyping judgment is denoted by $\Gamma \vdash e_1 \leq e_2$ in Figure 5.7. It is developed by removing the typing part of unified subtyping rules in Figure 5.4.

The algorithmic typing judgment has two directions: the checking judgment $\Gamma \vdash e \iff A$ and the synthesis judgment $\Gamma \vdash e \Rightarrow A$, as shown in Figure 5.8. For brevity, we omit the context well-formedness in all algorithmic typing judgments. Typing rules are developed by following the typing part of unified subtyping. Most syntactic forms are typed by the synthesis judgment, including functions and function types since both binders are annotated. Two syntactic forms that are not annotated require the checking judgment, namely the top type ($\top$) and $\text{cast}_\downarrow$ term. The subsumption rule from the unified subtyping is adapted to the checking direction.
We show that the algorithmic subtyping and typing are both sound and complete to the original Theorem 5.4.1 (Soundness of Algorithm). If $\Gamma \vdash e_1 \Leftrightarrow A$, $\Gamma \vdash e_2 \Leftrightarrow A$ and $\Gamma \vdash e_1 \leq e_2$, then $|\Gamma| \vdash |e_1| \leq |e_2| : |A|$.

Theorem 5.4.2 (Completeness of Algorithm). If $\Gamma \vdash e_1 \leq e_2 : A$, then $\Gamma \vdash e_1 \leq e_2$ and there exists $e'_1$ and $e'_2$ such that $\Gamma \vdash e'_1 \Rightarrow A$ and $\Gamma \vdash e'_2 \Rightarrow A$ with $|e'_1| = e_1$ and $|e'_2| = e_2$. 

Figure 5.8. Bidirectional typing
5.5 Subsumption of System $F_{\ll}$

$\lambda I_{\ll}$ is a generalization of System $F_{\ll}$ with dependent types. In this section, we show that $\lambda I_{\ll}$ can completely subsume the Kernel Fun variant [Cardelli and Wegner 1985] of System $F_{\ll}$. We first show the translation from System $F_{\ll}$ to $\lambda I_{\ll}$ and prove that the typing and subtyping judgments of System $F_{\ll}$ still hold in $\lambda I_{\ll}$ up to mapping. The full specification of System $F_{\ll}$ was presented in Section 2.4.2 (see Figure 2.3). The full proofs are available in Appendix A.2.

5.5.1 Translating System $F_{\ll}$ to $\lambda I_{\ll}$

We show the mapping (denoted by *) of types, terms and contexts from System $F_{\ll}$ to $\lambda I_{\ll}$ in Figure 5.9. We use the metavariable $T$ for types, $t$ for terms and $\Delta$ for contexts in System $F_{\ll}$. The arrow type is non-dependent and unbounded and therefore mapped to a top-bounded function type, similar to the treatment of syntactic sugar in Figure 5.2. The universal type is mapped to the dependent function type since $X$ can appear in $T$. The bound $T_1$ is a proper type and mapped to $T_1^*$ with kind *. The term and type abstraction, as well as term and type binding of the context, are treated similarly. Other mappings hold few surprises.

5.5.2 Subsumption of Typing and Subtyping

We prove that the mapped typing and subtyping relations still hold in $\lambda I_{\ll}$. The type system of System $F_{\ll}$ we used here is the algorithmic [Curien and Ghelli 1992] and Kernel Fun variant [Cardelli and Wegner 1985]. We first show the well-formedness of types and contexts still hold after mapping:

**Lemma 5.5.1** (Mapping of Well-formedness $\subseteq$). (1) If $\Delta \vdash T$, then $\Delta^* \vdash T^* : *$; (2) If $\vdash \Delta$, then $\vdash \Delta^*$.

The proof is by simultaneous induction on the derivation of well-formedness of types $\Delta \vdash T$ and contexts $\vdash \Delta$. Then we show the mapped subtyping and typing still hold:

**Theorem 5.5.1** (Subsumption of Subtyping $\subseteq$). If $\Delta \vdash T_1 \subseteq T_2$, then $\Delta^* \vdash T_1^* \subseteq T_2^* : *$.

**Theorem 5.5.2** (Subsumption of Typing $\subseteq$). If $\Delta \vdash t : T$, then $\Delta^* \vdash t^* : T^*$.
The proof is straightforward by induction on the derivation of subtyping relation $\Delta \vdash T_1 \leq T_2$ and typing relation $\Delta \vdash t : T$, respectively. Note that the mapped typing relation $\Delta^* \vdash t^* : T^*$ is syntactic sugar of unified subtyping relation, i.e., $\Delta^* \vdash t^* \leq t^* : T^*$ (see Figure 5.2).

5.6 Discussion

In this section, we discuss alternative designs for $\lambda I_\leq$ and justify their trade-offs to the current design.

Recursion and Recursive Types. The current syntax of $\lambda I_\leq$ does not contain any form of recursion. Adding recursion and recursive types is easy by simply following the treatment of recursion in PTTS. We have an alternative formulation of our system (including full proofs) with those features. However, subtyping recursive types reveals an interesting problem. The typical Amber rule [Cardelli 1986a], or even the following restricted invariant rule

$$
\Gamma, x \leq \top : A \vdash e_1 \leq e_2 : A \quad \Gamma \vdash A : \star
$$

S-MuI

does not work well with $\lambda I_\leq$. Here $\mu x : A. e_1$ is a recursive type with the recursive binder $x$ that can appear in the body $e_1$. The rule requires the types of recursive binders to be the same. We add a new reduction rule to unfold a recursive type: $\mu x : A. e \mapsto e[x \mapsto \mu x : A. e]$. In order to keep type soundness, we need to ensure subtype preservation (Lemma 5.3.14) still holds. If $f = \lambda y : \star. y$ is an identity type operator with type $\star \rightarrow \star$, consider

$$
\mu x : \star. f x \leq \mu x : \star. \top x
$$

This relation holds by the rule S-MuI because we have $f \leq \top : \star \rightarrow \star$ by S-Top and then $x : \star \vdash f x \leq \top x : \star$ by S-App. Subtype preservation requires that the subtyping relation still holds with both sides reduced by one step:

$$
f (\mu x : \star. f x) \leq \top (\mu x : \star. \top x)
$$

(5.1)

However, (5.1) does not hold because the pointwise subtyping rule S-App requires arguments of two applications should be the same. Thus, types are not preserved using the invariant rule for subtyping recursive types. This issue appears to be common to most systems with higher-order subtyping [Pierce and Steffen 1997; Aspinall and Compagnoni 1996; Zwanenburg 1999], as it arises from the interaction between the rules for recursive types and rules that use pointwise subtyping.

To solve this issue, we either change the S-App rule to be polarized [Steffen 1998], or only allow subtyping two identical recursive types. The former approach is interesting, but requires a major modification to the system. We leave that approach for future work (see Section 8.2). The latter approach is relatively simple by using the following rule:

$$
\Gamma, x \leq \top : A \vdash e : A \quad \Gamma \vdash A : \star
$$

S-Mu

Due to the unified syntax, $\mu x : A. e$ can serve as both the term-level fixpoint and recursive type. Though full subtyping of recursive types is not possible in $\lambda I_\leq$ currently, we are still able to
introduce general recursion and recursive types to the system with S-Mu. This is precisely the approach used in our alternative formulation.

**Operational Semantics.** \(\lambda I\leq\) uses the same call-by-name (CBN) operational semantics that call-by-name PITS uses (see Section 4.1). However most OO languages use call-by-value (CBV). CBV semantics is more complicated because of the existence of dependent types and explicit casts in \(\lambda I\leq\). We also treat \(\text{cast}_T \ [A] \ e\) as a value (see Section 5.2.2), which follows the standard call-by-name semantics of iso-recursive types [Harper 2013]. Such design makes the \(\text{cast}_T\) operator computationally relevant (see Section 4.3.1). Alternatively, we can take the approach from call-by-value PITS (see Section 4.2), which treats \(\text{cast}_T \ [A] \ v\) as a value and adds a reduction rule to further reduce the inner term of \(\text{cast}_T\). However, the alternative semantics of \(\text{cast}_T\) leads to more complex reduction rules and metatheory. The cast canceling rule \(R\) now needs to check if the inner term of \(\text{cast}_T\) is a value, which requires some non-trivial changes to current proofs of the metatheory. We will later discuss the use of call-by-value casts for typing strong dependent sums in the next chapter (see Section 6.1.2).

**Top Types.** For top types, we can alternatively treat only \(\top\) as a value but not \(\top \ e_1 \ldots \ e_n\), which is an inert term (see Figure 5.2). In such design additional reduction rules similar to the \(\beta\top\)-reduction rules of System \(F_\omega\) [Pierce and Steffen 1997] are needed to further reduce "stuck" terms to values, i.e., \(\top \ e \leftrightarrow \top\). However, the approach of using \(\beta\top\)-reduction needs to define reduction rules for each form of stuck terms, e.g., \(\top \ e\) and \(\text{cast}_\bot \ \top\), while the definition of inert terms deals with stuck terms in a more uniform way.

**Weak vs Full Casts.** Cast operators in \(\lambda I\leq\) use the same weak-head reduction for type-level computation. As mentioned in Section 5.1.4, certain type conversions cannot be performed by weak-head reduction/expansion if they require reduction at non-head position, e.g., converting \(\text{Vec} \ (1 + 1)\) to \(\text{Vec} \ 2\). To address this limitation we can use an alternative design from the full PITS (see Section 4.3). Full PITS uses full parallel reduction is used in cast operators, which allows reduction at any position of a term. However the metatheory of full PITS is significantly more complicated than call-by-name/value PITS. Since weak-head reduction was simpler and sufficient for our purposes (to model object encodings) we opted for that variant. It would be interesting to study the full-cast variant of PITS with subtyping as well in future work.

**Full Contravariance of Function Types.** As mentioned in Section 5.2.3, the unified subtyping rule of function types is partially contravariant in the sense that bounds of function types are identical, which follows the treatment of universal types in the Kernel Fun variant [Cardelli and Wegner 1985] of System \(F_\omega\). An alternative is to follow the full System \(F_\omega\) that allows bounds to be contravariant:

\[
\Gamma \vdash A' \leq A : \star \quad \Gamma \vdash e' \leq e : A \quad \Gamma, x \leq e' : A' \vdash B \leq B' : \star \quad \Gamma, x \leq e : A \vdash e' : A' \quad \Gamma \vdash A : \star \quad \Gamma, x \leq e : A \vdash B : \star \quad \Gamma \vdash (\Pi x \leq e : A. \ B) \leq (\Pi x \leq e' : A'. \ B') : \star
\]

We formulated an alternative system with such full contravariant rule and proved all lemmas in Section 5.3 still hold. The corresponding Coq formalization can be found with the companion materials of this thesis available online (See Section 1.5). However, full System \(F_\omega\) is proved to be
undecidable [Pierce 1992]. With contravariance of bounds, $\lambda I \ll$ using rule S-ProdF can subsume full System $F \ll$, rendering the system undecidable. Though we have not proved the decidability of $\lambda I \ll$ yet, we adopt the Kernel-Fun rule in $\lambda I \ll$ and can at least rule out the undecidability caused by the full contravariance.
In this chapter, we present the $\lambda I_\Sigma$ calculus. The motivation of proposing $\lambda I_\Sigma$ is to model OOP structures with abstract type members using dependent types and strong dependent sums. The $\lambda I_\Sigma$ calculus is a variant of $\lambda I_\ll$ and enables the combination of strong sums and dependent types. It is based on the ideas of iso-types and unified subtyping. $\lambda I_\Sigma$ employs the PTS-style unified syntax and contains the single sort $\star$ and the “type-in-type” axiom as in $\lambda I_\ll$. Moreover, $\lambda I_\Sigma$ supports impredicative polymorphism with strong sums, which usually cannot be supported simultaneously by previous work [Harper and Mitchell 1993; Stump 2017; Bowman et al. 2017]. Impredicativity and strong sums together lead to logical inconsistency [Coquand 1986; Hook and Howe 1986] and breaks strong normalization. Moreover, $\lambda I_\Sigma$ uses the iso-type approach that decouples proofs from strong normalization. It enjoys the same desirable properties as $\lambda I_\ll$, e.g., transitivity of subtyping and type-safety, which can be proved in the absence of strong normalization.

Iso-types are used in $\lambda I_\Sigma$ to type destructors of strong sums. We call this form of strong sums iso-strong sums. Unlike the call-by-name casts in $\lambda I_\ll$, call-by-value casts are used in $\lambda I_\Sigma$ for type conversions of strong sums. The typing results of strong destructors (i.e. the second projection and strong opening) are intermediate type-level applications instead of standard direct substitutions. This makes it possible to solely use call-by-value casts for the required type-level computation instead of full casts. Using call-by-value casts also makes it easy to combine unified subtyping and avoids the complex metatheory of full casts.

Notice that for simplicity reasons, several features are dropped in $\lambda I_\Sigma$ so as to focus on the development of dependent sums, such as generalized top type and bounded quantification. Nevertheless, $\lambda I_\Sigma$ is still expressive enough to encode Scala-like type members and traits. Finally, for demonstration purposes, we create a lightweight surface language $\text{Sig}$ built on top of $\lambda I_\Sigma$. $\text{Sig}$ supports Scala-like type members, path-dependent types and traits by a type-directed elaboration that produces type-sound $\lambda I_\Sigma$ terms.
Table 6.1. Properties of dependently typed calculi with beta equality

<table>
<thead>
<tr>
<th>Features</th>
<th>Example Calculi</th>
<th>Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Pi+\text{Impredicativity}$</td>
<td>$\lambda C$</td>
<td>Subject Reduction does not depend on Strong Normalization.</td>
</tr>
<tr>
<td>$\Pi+\Sigma+\text{Impredicativity}$</td>
<td>$\lambda C$ with strong sums</td>
<td>No Strong Normalization or Logical Consistency, but Subject Reduction holds.</td>
</tr>
<tr>
<td>$\Pi+\text{Subtyping}$</td>
<td>$\lambda P \leq$ and $\lambda \Pi \leq$</td>
<td>Transitivity &amp; Subject Reduction depend on Strong Normalization.</td>
</tr>
<tr>
<td>$\Pi+\Sigma+\text{Subtyping}+\text{Impredicativity}$</td>
<td>No known calculus</td>
<td>Strong Normalization, Transitivity &amp; Subject Reduction may not hold.</td>
</tr>
</tbody>
</table>

6.1 Overview

In this section, we informally present features of $\lambda I\Sigma$. The motivation of developing the $\lambda I\Sigma$ calculus is to support various features of strong dependent sums, which are useful to model many language constructs, including type members and traits in Scala [Odersky et al. 2004], as well as various features of module systems in ML [MacQueen 1986]. However, it is non-trivial to combine strong sums, dependent types and subtyping in a single system. We briefly discuss such problem and present our solution in $\lambda I\Sigma$, i.e. iso-strong sums that utilize call-by-value casts without the need of full casts. We show how to encode modular structures with strong sums by examples written in Sig, a lightweight surface language built on top of $\lambda I\Sigma$. The formal presentation of $\lambda I\Sigma$ and Sig will be in Sections 6.2 and 6.4, respectively.

6.1.1 The Trouble with Impredicativity and Strong Sums

Strong sum types (Sigma-types) bring extra expressiveness over dependent function types (Pi-types). However, it is non-trivial to combine strong sums with dependent type systems and keep desirable properties. For example, the calculus of constructions ($\lambda C$) with strong sums is logically inconsistent [Coquand 1986; Hook and Howe 1986], since the inclusion of strong sums leads to the subsumption of the “type-in-type” axiom. The subsumption of “type-in-type” is enabled by the combination of strong sums and impredicativity. A system is impredicative if it contains an impredicative sort $s$ where certain types of sort $s$ have quantifiers of the sort $s$ itself [Adams 2008]. For example, the sort $\star$ in $\lambda C$ is an impredicative sort since $\Pi\star : \star.$ $x$ has type $\star$. As a result, strong normalization does not hold in such system and some other properties may also be lost, e.g., the decidability of type checking, which is entangled with the normalization property in $\lambda C$ (also other PTS) [van Benthem Jutting 1993].

The Problem of Adding Subtyping. Subtyping is a desirable language feature to support, which is crucial for modeling parametric polymorphism in OOP or information hiding in ML modules [Dreyer 2005; Leroy 1994]. However, combining subtyping and dependent types is already difficult (see Section 5.1.2), resulting in a more complex metatheory. In certain calculi that support both dependent types and subtyping, several important metatheory results depend on strong normalization. For example, in $\lambda P \leq$ [Aspinal and Compagnoni 1996] and $\lambda \Pi \leq$ [Castagna and Chen 2001; Chen 1998], both subject reduction and transitivity of subtyping rely on strong normalization. In contrast, $\lambda C$ and also PTS do not require strong normalization to prove subject reduction. We summarize the properties of previously mentioned calculi in Table 6.1 where $\Pi$
stands for dependent function types and \( \Sigma \) stands for strong sum types. The situation becomes more complex when further considering to combine subtyping and strong sums. If we add strong sums to calculi such as \( \lambda P \leq \) and \( \lambda \Pi \leq \), allowing impredicativity will break strong normalization and eventually break subject reduction and transitivity, as indicated by the last row of Table 6.1. Thus, it becomes rather difficult to simultaneously allow impredicativity, subtyping and strong sums and keep all desirable properties in such calculi.

**Previous Solution: Abandoning Impredicativity.** One approach to supporting strong sums without breaking logical consistency and strong normalization is to abandon impredicativity. For example, Harper and Mitchell [1993] proposed XML, an extension of Standard ML with strong sums, which supports only predicative polymorphism by stratifying types into different universes. Dropping impredicativity is reasonable in the context of an ML-like language, since predicativity is crucial for other language features, e.g., let-polymorphism and type inference. However, such restriction still significantly limits the expressiveness of the language, making it unable to fully subsume System \( F \) or \( F \leq \) which both supports impredicative polymorphism.

### 6.1.2 Iso-Strong Sums: Typing Strong Sums with Iso-Types

Unlike the previous work, \( \lambda I \Sigma \) features *iso-strong sums*, which employs the iso-type approach and uses explicit *call-by-value* cast operators for type-level computation with strong sums. By using iso-types, the metatheory proofs are decoupled from strong normalization (see Sections 3.1.3 and 5.1.4). In \( \lambda I \Sigma \), we can prove transitivity of (unified) subtyping and subject reduction without requiring normalization (see Section 6.3). Thus, impredicative polymorphism, (iso-type style) strong sums and (unified) subtyping can coexist in \( \lambda I \Sigma \) without breaking desirable properties. In the rest of this subsection, we show how iso-strong sums are typed in \( \lambda I \Sigma \) through call-by-value casts.

**Standard Typing of Second Projection.** The typing of strong dependent sums involves type-level computation. Specifically, the type of the second projection of a term depends on its first projection. It is the key complication over weak sums which do not support second projection but only weak existential opening. Given a term \( e \) that has a Sigma-type, the standard typing of its second projection \( e.2 \) is shown as follows:

\[
\Gamma \vdash e : \Sigma x : A. B \\
\Gamma \vdash e.2 : B[x \mapsto e.1]
\]

where the type of \( e.2 \) is a substitution and depends on \( e.1 \). Consider an expression \( e \) which is exactly a dependent sum, i.e.,

\[
e = (e_1, e_2 \text{ as } \Sigma x : A. B) \\
e_1 : A \\
e_2 : B[x \mapsto e_1]
\]
where the type of the second component depends on the first. Noting that the first projection $e.1$ can be reduced to the first component $e_1$, we need type-level computation to convert $e.1$ into $e_1$:

$$
\langle e_1, e_2 \text{ as } \Sigma x : A. B \rangle.1 \mapsto e_1 \\
\ \\
\ e.2 \ : B[x \mapsto \langle e_1, e_2 \text{ as } \Sigma x : A. B \rangle.1] \\
\ e.2 \ : B[x \mapsto e_1]
$$

After conversion, the type of $e.2$ matches the type of $e_2$ and the reduction $\langle e_1, e_2 \text{ as } \Sigma x : A. B \rangle.2 \mapsto e_2$ preserves the type.

**Second Projections and Alpha Equality.** In $\lambda I_{\Sigma}$, there is no implicit type conversion and we need to add cast operators explicitly for such conversion:

$$
\begin{align*}
\text{cast}_{\gamma} (e.2) & : B[x \mapsto e_1] \\
\end{align*}
$$

The full cast$_{\gamma}$ operator\textsuperscript{1} from the full PITS (see Section 4.3) is required here, which utilizes parallel reduction. The call-by-name/value reduction is not congruent and not strong enough to convert such types inside the substitution. For example, consider $e = \langle \text{Int}, (\lambda y : \text{Int}. y) \text{ as } \Sigma x : \ast. (x \to x) \rangle$. Then we have $e.1 \mapsto \text{Int}$ and

$$
\begin{align*}
\text{cast}_{\gamma} (e.2) & : \text{Int} \to \text{Int} \\
\ e.2 & : (e.1) \to (e.1)
\end{align*}
$$

Notice that the type of $e.2$ is a Pi-type (i.e. $\Pi y : (e.1). (e.1)$) which is not reducible by call-by-name/value reduction. However, as discussed in Section 4.3, using full casts significantly complicates the metatheory and makes it difficult to support subtyping. With full casts, one relies on a separate system that erases all casts for proving type soundness. The technique of unified subtyping that uses iso-types does not apply in such erased system, making it hard to prove relevant properties, such as transitivity and subject reduction. We still prefer call-by-name/value reduction for explicit casts, which is compatible with the existing method of unified subtyping.

**Typing Second Projection with CBV Casts.** Alternatively to full casts, we can slightly weaken the type of second projection and make it convertible with call-by-value casts. The approach is to “take one step back” by changing the type substitution back into an application form as follows\textsuperscript{2}:

$$
\begin{align*}
\Gamma \vdash e : \Sigma x : A. B \\
\Gamma \vdash e.2 : (\lambda x : A. B)(e.1)
\end{align*}
$$

The original standard type “$B[x \mapsto e.1]$” can be imagined as a reduced term of the current type. The new typing result of $e.2$ can be seen as an intermediate step where $e.1$ is not yet substituted into $B$ and remains as an argument. Thus, we can use call-by-value reduction to further reduce $e.1$

\textsuperscript{1}For brevity, we leave out the annotation of cast$_{\gamma}$.

\textsuperscript{2}The rule presented here is for demonstrating the idea of typing and is a bit different from the one used in $\lambda I_{\Sigma}$. It does not employ the value restriction, i.e., requiring $e$ to be a value $v$. We will later discuss the value restriction of $\lambda I_{\Sigma}$ in Section 6.2.
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until it becomes a value. For example, suppose that \( e \) is a dependent sum whose first component is a value:

\[
e = \langle v_1, e_2 \text{ as } \Sigma x : A. B \rangle
\]

\[
e.2 : (\lambda x : A. B) (\langle v_1, e_2 \text{ as } \Sigma x : A. B \rangle).1
\]

Note that a dependent sum is already a value. We can use two consecutive call-by-value cast\( _\downarrow \) operators to obtain the desired type:

\[
e.2 : (\lambda x : A. B) (\langle v_1, e_2 \text{ as } \Sigma x : A. B \rangle).1
\]

\[
\text{cast\( _\uparrow \)} (e.2) : (\lambda x : A. B) v_1
\]

\[
\text{cast\( _\downarrow \)} (\text{cast\( _\uparrow \)} (e.2)) : B[x \mapsto v_1]
\]

Specifically, we use one cast for reducing the first projection and the other cast for beta reduction, i.e.,

\[
(\langle v_1, e_2 \text{ as } \Sigma x : A. B \rangle).1 \leftrightarrow v_1
\]

\[
(\lambda x : A. B) v_1 \leftrightarrow B[x \mapsto v_1]
\]

The type of \( \text{cast\( _\uparrow \)} (e.2) \) matches the type of \( e_2 \). In the reduction rule for \( (v_1, e_2 \text{ as } \Sigma x : A. B \rangle).2 \), we need to correspondingly add two extra \( \text{cast\( _\uparrow \)} \) operators for the reduced term needs to balance the type:

\[
(\langle e_1, e_2 \text{ as } \Sigma x : A. B \rangle).2 \leftrightarrow \text{cast\( _\uparrow \)} (\text{cast\( _\uparrow \)} e_2)
\]

Then the whole reduction process preserves the types:

\[
\text{cast\( _\uparrow \)} ((v_1, e_2 \text{ as } \Sigma x : A. B \rangle).2) \leftrightarrow \text{cast\( _\uparrow \)} (\text{cast\( _\uparrow \)} e_2) \leftrightarrow \ldots \leftrightarrow e_2
\]

Thus by weakening the substitution form into a type-level application, we can now convert the type of second projection using non-congruent call-by-value reduction without the need of full parallel reduction. The trade-off is that we need more type conversion steps with CBV cast than full casts, e.g., two call-by-value cast\( _\downarrow \) operators but only one \( \text{cast\( _\downarrow \)} \) in the example above. Nevertheless, CBV casts are still able to perform necessary type conversions for strong sums. Also, subtyping in \( \lambda I \Sigma \) can be supported by applying the technique of unified subtyping which is compatible with CBV casts.

6.1.3 Example: Type Members and Traits

In Sections 1.3.3 and 2.2.3, we showed that Scala-like traits with type members can be encoded using dependent sums. Recall the example of an abstract integer set trait. We can write the same example in \( \text{Sig} \), a simple surface language over \( \lambda I \Sigma \), as follows:

\[
\text{Set} = \text{trait}
\]

\[
\text{type } T : \text{Type};
\]

\[
\text{val } \text{empty} : T;
\]

\[
\text{val } \text{member} : \text{Int} \rightarrow T \rightarrow \text{Bool};
\]

\[
\text{val } \text{insert} : \text{Int} \rightarrow T \rightarrow T;
\]

We use monospaced font for \( \text{Sig} \) programs. We can translate \( \text{Set} \) to a Sigma-type in \( \lambda I \Sigma \) (assuming that we have records and primitive types such as integers and booleans):

\[
\text{Set} = \Sigma T : \ast .
\]
empty : T,
member : Int → T → Bool,
insert : Int → T → T,
}

The type member $T$ corresponds to the type binder of the Sigma-type. The methods of the trait are encoded as record members of the record type: empty returns an empty set; member checks if an element is in the set; and insert adds an element into the set. We can also write the generic function $f$ from Section 2.2.3 in Sig:

$$f = \lambda(s: \text{Set}) \Rightarrow s.\text{member} 3 (s.\text{insert} 3 s.\text{empty})$$

which is encoded in $\lambda I\Sigma$ by the open operator, a stronger version of the unpack operator of weak sums:

$$f = \lambda s : \text{Set. open } s \text{ as } \langle T, s' \rangle \text{ in } s'.\text{member} 3 (s'.\text{insert} 3 s'.\text{empty})$$

Limitations of Weak Sums. The examples by far can be encoded using only weak sums. However, weak sums are not sufficient to encode all type member features in Scala, such as path-dependent types. The function $f$ is encodable by weak sums because the type of the whole function body is $\text{Bool}$ and does not contain the abstract type member $T$. Recall the same function $g$ from Section 2.2.3, a simple function that returns an empty set:

$$g = \lambda(s: \text{Set}) \Rightarrow s.\text{empty}$$

Note that the type of the function body now refers to the abstract type member. In Scala, the type of $s.\text{empty}$ is $s.T$, which is a path-dependent type. We cannot translate $s.\text{empty}$ with weak sums, such as “unpack $s$ as $[T, s']$ in $s'.\text{empty}$”, because $s'.\text{empty}$ has type $T$ which is out of the scope of the unpack-term.

Encoding with Iso-Strong Sums. In $\lambda I\Sigma$, we can encode $g$ with open:

$$g = \lambda s : \text{Set. open } s \text{ as } \langle T, s' \rangle \text{ in } s'.\text{empty}$$

Unlike unpack, the open operator permits the body to refer to the abstract type member $T$. In $\lambda I\Sigma$, the type of $g$ is as follows:

$$g : \Pi s : \text{Set. } (\lambda T : \star. T) (s.1)$$

where $s.1$ is the projection of the first component of $s$. Similarly to the treatment of typing second projection (see Section 6.1.2), the type of strong open is a type-level application: $(\lambda T : \star. T) (s.1)$. Essentially, we know that the type of the open-term should be the same as the actual type member of $s$, i.e. $s.1$, the first component of $s$. But $s$ is abstract and we do not know what the actual type member is yet. The type-level application can be viewed as an intermediate step, which is waiting for the actual implementation of $s$. Once $s$ is given, we can continue the type-level computation with explicit casts to obtain the final type. Consider $s$ is instantiated by ListSet, a set implementation using a list. We borrow the syntax of Haskell’s list type and functions in the following Sig pseudo-code:
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ListSet = obj {
    type T = [Int];
    val empty = [];
    val member = elem;
    val insert = (:
    )
}

which is translated to a dependent sum in $\lambda I$:

\[
\text{ListSet} = \langle [\text{Int}], \{ \text{empty} = [], \text{member} = \text{elem}, \text{insert} = (:) \} \rangle \text{ as Set}
\]

Two components of the dependent sum are wrapped by angle brackets and separated by a comma. The type annotation Set is put after the keyword as. Then the first projection of ListSet is its first component [Int], i.e., $\text{ListSet} \mapsto \text{[Int]}$. We can eliminate the type-level application as follows:

\[
g \text{ListSet} : (\lambda T : \ast. T) (\text{ListSet}.1)
\]

\[
\text{cast}_1 (g \text{ListSet}) : (\lambda T : \ast. T) \text{[Int]}
\]

\[
\text{cast}_2 (g \text{ListSet}) : \text{[Int]}
\]

which needs two consecutive cast$_i$ operators to obtain the target type: one for reducing the first projection, and the other one for reducing the application.

We emphasize three points from the translation of $g$:

- First, the encoding of $g$ relies on the exclusive features of strong sums in $\lambda I$, thus cannot be encoded with weak sums in $\lambda I_{\leq}$.

- Second, the reduction relation used in cast$_i$ is call-by-value, which reduces the argument into a value before beta-reduction. Using call-by-value casts is more appropriate here because call-by-name reduction cannot reduce the argument and does not meet the purpose. The full cast with parallel reduction is over powerful and complicates the metatheory (see Section 4.3), which makes it difficult to combine with other features, such as subtyping.

- Third, we use a strong open operator here instead of the second projection (see Section 2.2.3) due to the typing of iso-strong sums. Otherwise, the typing result of the second projection of a iso-strong sum is a type-level application but not directly a record type. This forbids us to do further record projection to obtain the field empty. We will later discuss this issue in Section 6.2.3.

6.1.4 ML Module Systems and Strong Sums

The ML family of languages, such as Standard ML [Milner et al. 1990] and OCaml [Leroy et al. 2018], usually contains an advanced module system. The basic constructs are signatures, structures and functors. A structure is a module that consists of types and values. A signature is the type of a structure, containing the specification for each component of the structure. A functor is a function from structures to structures. Many languages have similar constructs to ML modules. For example in Scala (also Sig), traits correspond to signatures and objects correspond to structures. The Sig examples in Section 6.1.3, i.e., Set trait and ListSet object, can be easily adapted to constructs of the module system in OCaml:
Functions of objects correspond to functors. For example, the function \( g \) can be modeled as a functor \( G \) that takes a \( \text{Set} \) parameter and returns a new structure wrapping the actual function \( g \):

\[
\text{module } G(S:\text{Set}) = \text{struct} \\
\text{let } g = S.\text{empty} \\
\text{end}
\]

The function application \( g \text{ListSet} \) can be simulated by a functor application \( G(\text{ListSet}) \):

\[
\text{let module } M = G(\text{ListSet}) \text{ in } M.g
\]

**First-class Modules.** In a certain sense, we can treat \( \text{Sig} \) as a very simple ML-like module system, though many features are missing in \( \text{Sig} \), such as transparent types [Lillibridge 1997; Leroy 1994; Harper and Lillibridge 1994; Harper and Mitchell 1993]. It is not a coincidence since ML modules can also be modeled by strong dependent sums [MacQueen 1986]. Specifically, “modules” (objects indeed) are *first-class* values in \( \text{Sig} \). Usually, ML modules are *second-class* and separated from terms and types. The core language of ML cannot freely manipulate modules, e.g., choosing modules at run-time:

\[
\text{module } \text{FastSet} = \text{if } \text{size} > 20 \text{ then } \text{HashSet} \text{ else } \text{ListSet}
\]

In \( \text{Sig} \), there is no such restriction and modules/objects can be even more expressive due to dependent types. It is possible to define a trait such that the type of trait members can depend on values, for example:

\[
\text{BitMap} = \text{trait} \{ \\
\text{type Dim: } \{m:\text{Int}, n:\text{Int}\}; \\
\text{val pixels: Array<Dim.m, Dim.n>;} \\
\}
\]

The dimension type \( \text{Dim} \) is a record with two integers, which represents maximum rows and columns of a bitmap. The member \( \text{pixels} \) is a two-dimensional bit array that stores the data. The array type is a dependent type: it depends on the numbers \( m \) and \( n \) given by \( \text{Dim} \). The \( \text{BitMap} \) trait encapsulates the information of dimensions. All \( \text{BitMap} \) objects have the same type, even if their dimensions are different. This makes it easier to define generic functions on the trait than the dependently-typed array type, i.e., \( \text{Array}<m, n> \), since arrays have different types if their dimensions are not the same.

### 6.2 The \( \lambda I_\Sigma \) Calculus

In this section, we formally introduce the \( \lambda I_\Sigma \) calculus, a variant to \( \lambda I_\leq \) with *iso-strong sums*. \( \lambda I_\Sigma \) keeps core features of \( \lambda I_\leq \), including iso-types, unified syntax and unified subtyping. To focus on the support of dependent sums and simplify the metatheory, several features are dropped, such as bounded quantification and generalized top type. \( \lambda I_\Sigma \) also features a call-by-value semantics.
for type casts, which enables the typing of second projection on dependent sums. The value restriction is employed similarly to call-by-value PITS. We present the syntax, dynamic and static semantics of $\lambda I_\Sigma$ in the rest of this section.

### 6.2.1 Syntax

The syntax of $\lambda I_\Sigma$ is shown in Figure 6.1. Similarly to $\lambda I_\langle\rangle$, there is no distinction between terms and types. The novelties over $\lambda I_\langle\rangle$ are language constructs for dependent sums. We follow the similar convention that metavariables are lowercase for terms and uppercase for types.

**Dependent Sums.** The dependent sum type, i.e., Sigma-type, is denoted by $\Sigma x : A. B$. Dependent sums are denoted by $\langle e_1, e_2 \text{ as } \Sigma x : A. B \rangle$ with the dependent sum type annotated after the as keyword. The type annotation is provided to simplify typing and reduction rules. As mentioned in Section 5.1.5, only weak dependent sums can be encoded. To obtain native support for strong dependent sums, we treat both constructs as primitives in $\lambda I_\Sigma$.

**Projection and Opening.** $\lambda I_\Sigma$ supports two kinds of operations on dependent sums: projection and opening. Dependent sum types can be seen as a generalization to both product type $A \times B$ and existential type $\exists x. B$. The projection operator follows the dot syntax commonly used for pairs. The first (second) projection $e.1$ ($e.2$) extracts the first (second) component of the dependent sum $e$. The unrestricted second projection $e.2$ can only be supported with strong dependent sums.

The opening expression $\text{open } e_1 \text{ as } \langle x, y \rangle \text{ in } e_2$ follows the semantics of existential opening, which is similar to a pattern-matching binding. Expression $e_1$ is destructed into first and second components, which are bound to pattern variables $x$ and $y$, respectively. The pattern variables can be used in another expression $e_2$. The opening operation is strong in the sense that $x$ can show in the type of $e_2$, which is prohibited by the scoping restriction of weak existential opening. Both projection and opening are destructors of dependent sums and their usage may overlap.

For example, we will show the second projection can actually be expressed by strong opening (see Section 6.2.3). We keep an individual form of the second projection for better presenting the system. However, we cannot leave out the form of the first projection, which is used in the typing result of second projection and opening (see Figure 6.3).

**Other Changes to $\lambda I_\langle\rangle$.** There are several simplifications in $\lambda I_\Sigma$ for focusing on discussion of dependent sums. We drop bounded quantification, which is an orthogonal feature to dependent sums. This significantly simplifies the syntax since the binder does not need to contain subtyping constraints. The definition of the context $\Gamma$ only contains type bindings $x : A$. Without the demand to unify two forms of binders in $\lambda I_\langle\rangle$ (i.e. $\lambda x : A. e$ and $\lambda x \leq e' : A. e$), we also drop the generalized top type that allows $\top$ to have any type. In $\lambda I_\Sigma$, $\top$ is only a type and has kind $\star$. The ordinary top type also makes type-safety proofs easier (see Section 6.3.3). Finally, we drop the annotation in the cast $\uparrow$ operator for simplifying reduction rules (see Section 6.2.2). Though type checking an unannotated cast $\uparrow$ expression is not algorithmic, the unified subtyping judgment is declarative anyway due to the subsumption rule (see Section 6.2.3).
Expressions  
\[ e, A, B ::= x \mid \ast \mid \top \mid e_1 \cdot e_2 \mid \text{cast}_\tau e \mid \text{cast}_\tau^2 e \mid \lambda x : A. e \mid \Pi x : A. B \mid \Sigma x : A. B \mid \langle e_1, e_2 \rangle \text{ as } \Sigma x : A. B \mid e.1 \mid e.2 \mid \text{open } e_1 \text{ as } \langle x, y \rangle \text{ in } e_2 \]

Contexts  
\[ \Gamma ::= \emptyset \mid \Gamma, x : A \]

Values  
\[ v ::= \ast \mid x \mid \top \mid \lambda x : A. e \mid \Pi x : A. B \mid \text{cast}_\tau e \mid \Sigma x : A. B \mid \langle v, e \rangle \text{ as } \Sigma x : A. B \]

Syntactic Sugar  
\[ A \to B \triangleq \Pi x : A. B \text{ where } x \notin \text{FV}(B) \]

\[ e_1 \leftrightarrow e_2 \]

(Partially Call-by-Value Reduction)

\[
\begin{array}{llll}
\text{RP-Beta} & \text{RP-AppL} & \text{RP-AppR} & \text{RP-CastDN} \\
\frac{(\lambda x : A. e) \cdot v \leftrightarrow e[x \mapsto v]}{e \cdot v \leftrightarrow e' \cdot v} & \frac{e \leftrightarrow e'}{e_1 \cdot e_2 \leftrightarrow e_1' \cdot e_2'} & \frac{\text{cast}_\tau e \leftrightarrow \text{cast}_\tau e'}{e \leftrightarrow e'}
\end{array}
\]

\[
\begin{array}{ll}
\text{RP-CastELIM} & \text{RP-Fst} \\
\frac{\text{cast}_\tau (\text{cast}_\tau e) \leftrightarrow e}{e.1 \leftrightarrow e'.1} & \frac{\langle v, e \rangle \text{ as } \Sigma x : A. B).1 \leftrightarrow v}{\langle v, e \rangle \text{ as } \Sigma x : A. B).2 \leftrightarrow \text{cast}_\tau (\text{cast}_\tau e)}
\end{array}
\]

\[
\begin{array}{l}
\frac{\text{open } \langle v, e_1 \rangle \text{ as } \Sigma x : A. B \rangle \text{ as } \langle x, y \rangle \text{ in } e \leftrightarrow \text{cast}_\tau \langle \langle (\lambda x : A. \lambda y : B. e) \cdot v \rangle \cdot e_1 \rangle
\end{array}
\]

Figure 6.1. Syntax of \( \lambda I_\Sigma \)

Figure 6.2. Operational semantics of \( \lambda I_\Sigma \)

6.2.2 Dynamic Semantics

The reduction relation \( \leftrightarrow \) is shown in Figure 6.2. Similarly to \( \lambda I_\leq \), \( \leftrightarrow \) is used for both type conversion in casts and term evaluation. The difference is that \( \leftrightarrow \) in \( \lambda I_\Sigma \) is \textit{partially call-by-value}, which is mostly call-by-value along with several call-by-name rules. The reduction rules related to function applications are \textit{rightmost call-by-value}, also called right-to-left call-by-value [Leroy 1990]. \text{RP-Beta} requires the argument to be a value. Arguments are reduced first in \text{RP-AppR} and functions can be further reduced in \text{RP-AppL} when arguments are values. Note that we use the metavariable \( v \) to range over values. The syntax of values is defined in Figure 6.1. As in call-by-value PITS, variables are values, which enables reduction with open terms (see Section 6.2.2).

Other reduction rules related to casts and dependent sums are \textit{call-by-name}, which do not reduce sub-terms to values as in \( \lambda I_\leq \). \text{RP-Proj1} only accepts a dependent sum that is a value where its first component is a value. \text{RP-Fst} reduces sub-terms of first projections but there is no such rule for second projections. This is due to a \textit{value restriction} [Swamy et al. 2011; Sjöberg et al. 2012]: we only treat \( \langle v, e \rangle \text{ as } \Sigma x : A. B \rangle \) and \( v.2 \) as well-typed terms. \text{RP-Proj2} and \text{RP-Open} both add two consecutive \text{cast}_\tau \text{ operators (also written as cast}_\tau^2 \) in reduced terms to preserve types. We will discuss value restriction and typing related issues later in Section 6.2.3.

The major reason of using the non-standard partially call-by-value semantics is to ensure type-safety, especially the subtype preservation lemma (see Lemma 6.3.9). Using the rightmost
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The style of call-by-value semantics is not a necessity but simplifies the proof for subtype preservation. The common leftmost/left-to-right call-by-value semantics can also be used in $\lambda I_\Sigma$ but at the expense of more complex proofs and incompatibility with other language features such as bounded quantification. Moreover, there are other useful applications of the rightmost variant, e.g., for an efficient implementation of multiple application in ML [Leroy 1990]. We will discuss these issues later in Section 6.3.3.

6.2.3 Static Semantics

Figure 6.3 shows the static semantics of $\lambda I_\Sigma$, i.e., unified subtyping $\Gamma \vdash e_1 \leq e_2 : A$ and context well-formedness $\Gamma$. Similarly to $\lambda I_\leq$, unified subtyping is a single judgment that combines both typing and subtyping. The typing judgment $\Gamma \vdash e : A$ is syntactic sugar for $\Gamma \vdash e \leq e : A$. The context well-formedness judgment $\Gamma$ ensures every newly added type binding $x : A$ is fresh and $A$ is a well-formed type. Note that there is no bounded quantification in $\lambda I_\Sigma$ and only type binding is supported in $\Gamma$. For the unified subtyping judgment, we focus on the discussion of new rules about dependent sums and other differences to $\lambda I_\leq$, e.g., value restriction.

Variables and Top Types. As bounded quantification is not supported in $\lambda I_\Sigma$, assumptions about subtyping cannot be added into the context. Thus, there is no subtyping of variables as indicated by $\text{SP/Var}$, i.e., the subtype of a variable is itself. As mentioned in Section 6.2.1, top types in $\lambda I_\Sigma$ are now just ordinary types with kind $\star$ as in $\text{SP/Top}$ and $\text{SP/TopRefl}$. The simplification of rules for variables and top types also eases the metatheory proof, as discussed in Section 6.3.1.

Value Restriction. Unlike the call-by-name semantics of $\lambda I_\leq$, we use a (partially) call-by-value semantics in $\lambda I_\Sigma$ and employ value restriction as in call-by-value PITS to ensure type preservation in a simple way (see Section 4.2.1). There are two rules for function applications, $\text{SP/App}$ for non-dependent ones and $\text{SP/AppV}$ for dependent ones. Dependent functions can only be applied to value arguments, while there is no restriction for non-dependent functions. Also, variables are treated as values (see Figure 6.1) as in call-by-value PITS, which enables reduction of open terms (e.g. $(\lambda x : \text{Int}. x) y$) in call-by-value semantics. As a result, when doing substitutions, substitutes must be values in order to maintain the computational behavior of variables.

Dependent Sums. $\text{SP/Sigma}$ checks the well-formedness of dependent sum types (i.e. Sigma-types). The binder $x$ can show in the body $B_1$ or $B_2$. Like rule $\text{SP/Abs}$ for subtyping functions, we limit the subtyping of Sigma-types to be pointwise, which requires the types of binders to be identical. This is different from subtyping Pi-types in rule $\text{SP/Prod}$, where the argument types are contravariant.

$\text{SP/Pair}$ defines the constructor of dependent sums, which also uses pointwise subtyping that fixes the first component. A dependent sum allows the first component ($v$) to show in the type of the second component ($e_1$ and $e_2$). The type of the second component is a substitution $B[x \mapsto v]$ and the substitute $v$, i.e., the first component, must be a value since variables are values (see Figure 6.1).

Projections. $\text{SP/Fst}$ and $\text{SP/Snd}$ are the rules for first and second projection, respectively. Allowing the typing of second projection indicates dependent sums in $\lambda I_\Sigma$ are strong. In rule $\text{SP/Snd}$, we follow the design of pointwise subtyping and disable the subtyping of second projection
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(Unified Subtyping)

\[
\Gamma \vdash e_1 \leq e_2 : A
\]

\[
\begin{array}{llll}
\text{SP-AX} & \Gamma & \vdash \Gamma & \\
\text{SP-Var} & \vdash \Gamma & \Gamma & x : A \in \Gamma \\
\text{SP-Top} & \vdash \Gamma & e : * & \Gamma \vdash e : * \\
\text{SP-TopRefl} & \vdash \Gamma & \Gamma & \vdash \Gamma
\end{array}
\]

(Well-formedness)

\[
\begin{array}{llll}
\text{WP-Nil} & \vdash \emptyset & \\
\text{WP-Cons} & \Gamma & \vdash A : * & x \text{ fresh in } \Gamma \\
\end{array}
\]

\[
\begin{array}{llll}
\Gamma & \vdash e_1 \triangleleft e_2 : A & \Gamma & \vdash e_1 \leq e_2 : A
\end{array}
\]

by requiring both sides of the relation to be the same. We also employ value restriction and require the dependent sum to be a value. The reason is similar to rule SP-AppV. The typing result of SP-Snd is dependent on the form of input terms. Pointwise subtyping simplifies the rule definition (see Section 5.2.3). Restricting input terms as values forbids the reduction of sub-terms in second projection, which ensures type preservation (see Section 4.2.1).

Assume that we drop the value restriction for typing second projections and allow reducing
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the sub-terms of second projections as follows:

\[
\begin{align*}
  e & \leftrightarrow e' \\
  e.2 & \leftrightarrow e'.2
\end{align*}
\]

Then $e.2$ and $e'.2$ have different types due to lack of beta-equivalence, since their types contain $e$ and $e'$, respectively, which breaks type preservation.

Iso-strong sums use a different typing rule for the second projection. The typing of second projection is different from the standard definition:

\[
\Gamma \vdash v : \Sigma x : A. B \\
\Gamma \vdash v.2 : B[x \mapsto v.1]
\]

where the typing result is a substitution $B[x \mapsto v.1]$. As mentioned in Section 6.1.2, in order to avoid the use of full casts with parallel reduction, we do not use the standard typing rule above that involves direct type substitution. In SP-SND, the typing result is a type-level application, i.e., $(\lambda x : A. B)(v.1)$. Note that the typing result is well-formed since $\lambda x : A. B$ is a non-dependent function where $B$ has type $\star$ with no $x$. The type-level application can be viewed as an intermediate step before substitution. We can use explicit type casts to obtain the final substituted type. For example, consider $v$ is a dependent sum $v = \langle v', e' as \Sigma x : A. B \rangle$. Notice that the following reduction steps hold:

\[
\begin{align*}
  \langle v', e' as \Sigma x : A. B \rangle.1 & \mapsto v' \\
  (\lambda x : A. B) v' & \mapsto B[x \mapsto v']
\end{align*}
\]

We can add two consecutive $\mathsf{cast}_2$ operators to obtain the substituted type:

\[
\begin{align*}
  v.2 & : (\lambda x : A. B) (\langle v', e' as \Sigma x : A. B \rangle.1) \\
\mathsf{cast}_2^2 v.2 & : B[x \mapsto v']
\end{align*}
\]

The type of $\mathsf{cast}_2^2 v.2$ follows the premise in SP-PAIR for typing second component. Recall that the reduction rule for second projection, i.e., RP-Proj2, adds two $\mathsf{cast}_1$s, which exactly balance the manually added two $\mathsf{cast}_2$s:

\[
\begin{align*}
  v.2 & \mapsto \mathsf{cast}_2^2 v' \\
\mathsf{cast}_2^2 v.2 & \mapsto \mathsf{cast}_2^2 (\mathsf{cast}_2^2 v') \mapsto v'
\end{align*}
\]

Thus, we can achieve type-preserving reduction for the second projection through explicit casts.

Openings. SP-OPEN is the rule for the opening operation, an alternative to projection for destructing a dependent sum. It has the same restrictions as SP-SND: value restriction and no subtyping. The typing result is also similar, which adopts the approach of iso-strong sums and is a type-level application. Two pattern variables $x$ and $y$ correspond to the first and second component of a dependent sum $v$, respectively. The inner term $e$ is typed as $C$ against pattern variables with typing $x : A$ and $y : B$. Note that we only allow $x$ to show in $C$ but not $y$, which is checked by the last premise. Such restriction ensures the typing result, i.e., $(\lambda x : A. C)(v.1)$, will not be out of scope. Despite of such restriction, the opening operation is still more expressive
than the ordinary existential opening that even does not allow \(x\) to show in \(C\). Opening operation can be seen as a generalization of second projection:

\[ v.2 = \text{open} \ v \text{ as } (x, y) \text{ in } y \]

where both sides have the same typing result. Opening allows directly using the type of the second component as a pattern variable \(y\) inside \(e\), while the type of second projection is an application that cannot be directly used. For example, imagine that \(v\) is a dependent sum whose second component is a function that takes an integer:

\[ v : \Sigma_{x : \ast} \text{ Int} \to x \]

The second projection of \(v\) has type

\[ v.2 : (\lambda x : \ast. \text{ Int} \to x) (v.1) \]

which cannot take an integer, say \((v.2) 3\). In \(\lambda I_\Sigma\), we use opening instead:

\[ \text{open} \ v \text{ as } (x, y) \text{ in } (y 3) : (\lambda x : \ast. x) (v.1) \]

where the pattern \(y\) can take an integer since \(y : \text{ Int} \to x\).

**No Nested Second Projections.** The value restriction simplifies the metatheory but unfortunately limits the ability of nesting second projections in \(\lambda I_\Sigma\). For example, \((v.2).2\) is not a well-formed term since \(v.2\) is not a value. Furthermore, we cannot use openings to simulate nested second projections either. Consider the following example:

\[
\begin{align*}
\text{open } v & \text{ as } (x_1, y) \text{ in } (\Sigma x_1 : A_1. (\Sigma x_2 : A_2. B) ) (v.1) \\
\text{open } y & \text{ as } (x_2, z) \text{ in } z : (\lambda x_2 : A_2. B) (y.1) (v.1)
\end{align*}
\]

We simulate nested second projections \((v.2).2\) by two consecutive openings. However, the typing result is not well-formed since the pattern variable \(y\) leaks out of the scope. This violates the restriction imposed by the last premise of SP-OPEN, which requires that the second pattern variables (e.g. \(y\)) should not show in the result type.

Notice that nested first projections are still allowed. Iso-strong sums are still more expressive than weak sums and sufficient for our purposes to encode interesting examples such as traits with type members (see Section 6.1.3). Restricting nested projections is also used by other calculi to simplify the presentation and metatheory. For example, DOT [Rompf and Amin 2016; Amin et al. 2016] only supports a single level of type selection on variables such as \(x.A\). Removing value restriction and supporting nested second projections are left as future work (see Section 8.2).

**No Direct Subsumption of Non-dependent Pairs.** Finally, due to the non-standard typing in SP-SND and SP-OPEN, iso-strong sums in \(\lambda I_\Sigma\) cannot directly subsume non-dependent pairs or ordinary weak existentials. Consider a non-dependent pair \(v = (1, 2) \text{ as } \Sigma x : \text{ Int. Int}\). By the standard typing rule, the type of \(v.2\) is \(\text{Int} [x \mapsto v.1] = \text{Int}\) where the substitution has no effect and the typing result is the same as non-dependent pairs. In contrast, by SP-SND we have
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$v.2 : (\lambda x : Int. \text{Int}) v.1$, where the typing result is still a type-level application but not $\text{Int}$. Nonetheless, we can add explicit casts to recover the standard typing results as examples above (see also Sections 6.1.2 and 6.1.3). Alternatively, we can just encode typing rules for non-dependent pairs and weak existentials using standard Church encodings [Pierce 2002].

6.3 Metatheory of $\lambda I_\Sigma$

We discuss the metatheory of the $\lambda I_\Sigma$ calculus, mainly on two results: transitivity and type-safety. The proof process is mostly similar to the one of $\lambda I_\leq$ (see Section 5.3). However, due to differences of dynamic and static semantic, especially call-by-value reduction and dependent sums, $\lambda I_\Sigma$ requires additional lemmas and some changes in proof strategies. We will focus on discussion of such changes from the metatheory of $\lambda I_\leq$. Note that we have not proved the decidability of $\lambda I_\Sigma$ yet, though we believe the property should hold and leave it as future work (see Section 8.2).

6.3.1 Basic Lemmas

We first discuss the changes to basic lemmas compared to $\lambda I_\leq$. Due to the absence of bounded quantification, some basic lemmas now can be proved independently, such as reflexivity and type narrowing.

**Reflexivity.** The reflexivity lemma of unified subtyping is defined as follows:

Lemma 6.3.1 (Reflexivity). If $\Gamma \vdash e_1 \leq e_2 : A$, then both $\Gamma \vdash e_1 : A$ and $\Gamma \vdash e_2 : A$ hold.

In $\lambda I_\leq$, reflexivity is proved by splitting into two sub-lemmas, left and right reflexivity (Lemma 5.3.2 and 5.3.3). Such proof strategy is necessary because right reflexivity has a mutual dependency on another lemma, correctness of types (Lemma 5.3.11). The mutual dependency is caused by generalized top type (see discussion in Section 5.3.1). In $\lambda I_\Sigma$, such mutual dependency does not exist because top type is an ordinary type but not generalized:

\[
\begin{align*}
\text{SP-Top} & : \Gamma \vdash e : \ast & \text{SP-TopRef} & : \Gamma \vdash \top \leq \top : \ast \\
\Gamma \vdash e & \leq e & \Gamma & \vdash \Gamma
\end{align*}
\]

For cases SP-Top and SP-TopRef, reflexivity can be shown immediately from the induction hypothesis. Thus, we can prove the reflexivity lemma first without relying on other results.

**Weakening, Narrowing and Substitution.** The weakening lemma can be proved similarly as in $\lambda I_\leq$ by induction on the derivation of $\Gamma_1, \Gamma_3 \vdash e_1 \leq e_2 : A$:

Lemma 6.3.2 (Weakening). If $\Gamma_1, \Gamma_3 \vdash e_1 \leq e_2 : A$ and $\Gamma_1, \Gamma_2, \Gamma_3 \vdash e_1 \leq e_2 : A$.

Due to the absence of bounded quantification, there is no subtyping binding in the context. The narrowing lemma in $\lambda I_\Sigma$ has just one form, type narrowing:

Lemma 6.3.3 (Type Narrowing). Given $\Gamma_1, x : B, \Gamma_2 \vdash e_1 \leq e_2 : C$, if $\Gamma_1 \vdash A \leq B : \ast$ and $\Gamma_1 \vdash e : A$, then $\Gamma_1, x : A, \Gamma_2 \vdash e_1 \leq e_2 : C$. 
The proof is by induction on the derivation of \( \Gamma_1, x : B, \Gamma_2 \vdash e_1 \leq e_2 : C \). Also notice that the subtyping of variables in \( \lambda I \Sigma \) is only a reflexive relation (see Section 6.2.3). There is no transitivity rule for variables, such as S-VarTrans in \( \lambda I \Sigma \). The proof does not rely on the transitivity lemma or consistency of typing lemma (Lemma 5.3.5), a special case of transitivity. Finally, the substitution lemma in \( \lambda I \Sigma \) has a different form:

**Lemma 6.3.4** (Substitution). If \( \Gamma_1, x : B, \Gamma_2 \vdash e_1 \leq e_2 : A \) and \( \Gamma_1 \vdash v : B \), then \( \Gamma_1, \Gamma_2[x \mapsto v] \vdash e_1[x \mapsto v] \leq e_2[x \mapsto v] : A[x \mapsto v] \).

where the substitute should be a value \( v \), since we treat variables as values and allow reduction of open terms, as mentioned in Section 6.2.3. Such form is similar to the one in call-by-value PITS (see Lemma 4.2.1). The proof relies on transitivity as in \( \lambda I \Sigma \), as well as two additional lemmas, value substitution and reduction substitution due to value restriction in rules:

**Lemma 6.3.5** (Value Substitution).

If \( v_1 \) and \( v_2 \) are values, then \( v_1[x \mapsto v_2] \) is still a value.

**Lemma 6.3.6** (Reduction Substitution).

If \( v \) is a value and \( e_1 \leftrightarrow e_2 \) holds, then \( e_1[x \mapsto v] \leftrightarrow e_2[x \mapsto v] \) still holds.

Proofs of two lemmas are straightforward by induction on the structure of \( v_1 \) and derivation of \( e_1 \leftrightarrow e_2 \), respectively. Note that although the proof of substitution lemma still depends on transitivity, this is only one-way dependency. Thus, we can similarly show substitution later after proving transitivity as in \( \lambda I \Sigma \).

### 6.3.2 Transitivity

The unified subtyping rules in \( \lambda I \Sigma \) do not contain a built-in transitivity rule. We need to prove the transitivity property. Due to the presence of the subsumption rule (RP-Sum), we need to prove a generalized transitivity property as in \( \lambda I \Sigma \) (see Section 5.3.2). However, we use a slightly different generalization:

**Lemma 6.3.7** (Generalized Transitivity). If \( \Gamma \vdash e_1 \leq e_2 : A \) and \( \Gamma \vdash e_2 \leq e_3 : B \), then \( \Gamma \vdash e_1 \leq e_3 : B \).

which is a rightmost generalization. The difference is the type of the conclusion judgment: we use \( \Gamma \vdash e_1 \leq e_3 : B \) in \( \lambda I \Sigma \), while \( \Gamma \vdash e_1 \leq e_3 : A \) in \( \lambda I \Sigma \) which is a leftmost generalization. The reason is that the typing of the top type (\( \top \)) is different. In \( \lambda I \Sigma \), the top type is generalized to be any type by rule S-Tor, while it is an ordinary type of kind \( \star \) in \( \lambda I \Sigma \) by rule SP-Tor:

\[
\begin{align*}
\text{S-Tor} & : \quad \Gamma \vdash e : A \\
\Gamma & \vdash e \leq \top : A \\
\text{SP-Tor} & : \quad \Gamma \vdash e : \star \\
\Gamma & \vdash e \leq \top : \star
\end{align*}
\]

Consider the case that \( e_3 = \top \) and we have \( \Gamma \vdash e_1 \leq e_2 : A \) and \( \Gamma \vdash e_2 \leq \top : B \). For the generalized top type, we know \( \Gamma \vdash e_1 : A \) by reflexivity from the former judgment. By S-Tor, we obtain the target judgment \( \Gamma \vdash e_1 \leq \top : A \), which has the same type as the leftmost term \( e_1 \). For the ordinary top type, we know \( B = \star \) by inversion of SP-Tor. Note that the target is the subtyping relation between \( e_1 \) and \( \top \), which requires the type to be \( \star \) by SP-Tor. It is natural
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to set the target as $\Gamma \vdash e_1 \leq T : B$ which uses the rightmost type of $T$. Otherwise, if we set the target type to be the leftmost one, i.e., $\Gamma \vdash e_1 \leq T : A$, we ought to show $A = \ast$ which is unknown to be true. Thus, using rightmost generalized transitivity in $\lambda I_\Sigma$ simplifies the proof for the case of ordinary top type.

We prove the rightmost generalized transitivity by the same approach used in the leftmost one (see Section 5.3.2). The proof is by induction on the size of $e_2$ and an inner induction on the derivation of the first judgment $\Gamma \vdash e_1 \leq e_2 : A$. The case for Pi-types (SP-Pron) also needs the type narrowing lemma (Lemma 6.3.3). Then we can immediately show the original transitivity lemma which is a direct corollary:

**Lemma 6.3.8 (Transitivity).** If $\Gamma \vdash e_1 \leq e_2 : A$ and $\Gamma \vdash e_2 \leq e_3 : A$, then $\Gamma \vdash e_1 \leq e_3 : A$.

### 6.3.3 Type Safety

Type-safety of $\lambda I_\Sigma$ is shown by the standard type preservation and progress lemmas [Wright and Felleisen 1994]. We discuss the design choices of one-step reduction for keeping subtype preservation and focus on the change of proofs due to the call-by-value semantics used in $\lambda I_\Sigma$.

**Partially Call-by-value.** As in $\lambda I_\Sigma$, we need to show a generalized preservation lemma for the unified subtyping judgment, i.e., **subtype preservation**:

**Lemma 6.3.9 (Subtype Preservation).** If $\Gamma \vdash e_1 \leq e_2 : A$, $e_1 \hookrightarrow e_1'$, $e_2 \hookrightarrow e_2'$, then $\Gamma \vdash e_1' \leq e_2' : A$.

To ensure that such property holds, we need to restrict the call-by-value semantics to be **partial** (see Section 6.2.2). We only allow call-by-value semantics for function applications, but call-by-name rules for other constructs, e.g., no reduction of sub-terms in casts or dependent sums. Otherwise, call-by-value rules for casts and dependent sums would break subtype preservation. We show two counter-examples.

**Counter-examples for Full Call-by-value.** Assume that we treat $\text{cast}_\uparrow v$ as a value and allow reducing the sub-term in $\text{cast}_\uparrow$ by the following rule:

$$\frac{e \hookrightarrow e'}{\text{cast}_\uparrow e \hookrightarrow \text{cast}_\uparrow e'}$$

Let $e_1 = \text{cast}_\downarrow (\text{cast}_\uparrow (\text{cast}_\uparrow e))$ and $e_2 = \text{cast}_\downarrow (\text{cast}_\uparrow (\text{cast}_\uparrow \top))$ and assume there exists $e'$ such that $e \hookrightarrow e'$. Note that $\text{cast}_\uparrow e$ is reducible and $\text{cast}_\uparrow \top$ is a value. Relations in the subtype preservation lemma are as follows:

$$\text{cast}_\downarrow (\text{cast}_\uparrow (\text{cast}_\uparrow e)) \leq \downarrow \text{cast}_\downarrow (\text{cast}_\uparrow (\text{cast}_\uparrow \top))$$

$$\text{cast}_\downarrow (\text{cast}_\uparrow (\text{cast}_\uparrow e')) \nleq \downarrow \text{cast}_\uparrow \top$$

The target subtyping relation would not hold because the outer most constructs of both sides are different, i.e., left side is $\text{cast}_\downarrow$ left, while right side is $\text{cast}_\uparrow$. 
Assume that we treat \( (v_1, v_2 \text{ as } \Sigma x : A. B) \) as a value and allow reducing the second component of a dependent sum by the following rule:

\[
\frac{e \mapsto e'}{\langle v, e \text{ as } \Sigma x : A. B \rangle \mapsto \langle v, e' \text{ as } \Sigma x : A. B \rangle}
\]

Let \( e_1 = (\star, e \text{ as } \Sigma x : \star. \star).1 \) and \( e_2 = (\star, \top \text{ as } \Sigma x : \star. \star).1 \) and assume there exists \( e' \) such that \( e \mapsto e' \). Note that \( \langle \star, e \text{ as } \Sigma x : \star. \star \rangle \) is reducible, while \( \langle \star, \top \text{ as } \Sigma x : \star. \star \rangle \) is a value.

The following diagram shows the relations in the subtype preservation lemma:

\[
\langle \star, e \text{ as } \Sigma x : \star. \star \rangle.1 \quad \overset{\downarrow}{\leq} \quad \langle \star, \top \text{ as } \Sigma x : \star. \star \rangle.1
\]

\[
\langle \star, e' \text{ as } \Sigma x : \star. \star \rangle.1 \quad \not\overset{\downarrow}{\leq} \quad \star
\]

Apparently, the target subtyping relation does not hold, since the only subtype of \( \star \) is itself.

**The Problem of Leftmost Call-by-value.** Another unusual design of one-step reduction (\( \mapsto \)) is the adoption of *rightmost* call-by-value semantics (see Section 6.2.2). In function applications, we first reduce all arguments to values and then reduce the functions, as indicated by the following reduction rules:

\[
\begin{align*}
\text{BP-AppR} & \quad e_2 \mapsto e_2' \quad \Rightarrow \quad e_1 \mapsto e_1' \\
\text{BP-AppL} & \quad \quad \quad \quad e \mapsto e' \quad \quad \Rightarrow \quad v e \mapsto v e'
\end{align*}
\]

Alternatively, one can use the following the *leftmost* variant of reduction rules that reduce the functions first:

\[
\begin{align*}
\text{BP-AppR} & \quad e_1 \mapsto e_1' \\
\text{BP-AppL} & \quad e_2 \mapsto e_2' \\
\end{align*}
\]

The two variants have different impact on the proof of subtype preservation lemma, especially when disproving two *diverging cases*. Unlike the weak-head call-by-name reduction in \( \lambda I \subseteq \) that only reduces the function part, it is possible in \( \lambda I_{\Sigma} \) that the reduction happens on different positions within an application and diverges on two sides of a subtyping relation. We need to rule out such cases, which would break the subtype preservation.

For the leftmost variant, the diverging cases can be illustrated by the following diagram:

\[
\begin{align*}
e_1 e_2 & \quad \leq \quad v e_2 \\
\downarrow & \quad \downarrow \\
e_1' e_2 & \quad \not\leq \quad v e_2' \quad (1)
\end{align*}
\]

\[
\begin{align*}
v e_2 & \quad \leq \quad e_1 e_2 \\
\downarrow & \quad \downarrow \\
v e_2' & \quad \not\leq \quad e_1' e_2 \quad (2)
\end{align*}
\]

where we assume \( e_1 \mapsto e_1' \) and \( e_2 \mapsto e_2' \). Note that \( e_2' \neq e_2 \) and subtyping of applications is pointwise in rules SP-App and SP-AppV. Both targets in (1) and (2) do not hold.

In case (1), the function part \( e_1 \) on the left-hand side is still reducible, while the right-hand side term \( v e_2 \) only has the reducible argument \( e_2 \). Thus, the reduction happens in different places: the function position on the left-hand side and the argument position on the right-hand side. Case (2) is simply the mirror of case (1), which exchanges the sides of the subtyping relation.

By inversion of the condition, we know \( e_1 \leq v \) and \( v \leq e_1 \) from case (1) and (2), respectively. We can disprove case (1) and (2) by show that \( e_1 \) is a value which is not reducible:
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**Lemma 6.3.10** (Value Preservation).

1. If $\Gamma \vdash e_1 \leq e_2 : (\Pi x : A. B)$ and $e_2$ is a value, then $e_1$ is also a value.

2. If $\Gamma \vdash e_1 \leq e_2 : A$ and $e_1$ is a value, then $e_2$ is also a value.

Thus, both diverging cases are impossible and will not break the subtype preservation lemma. Notice that the proof depends on several specific rules of $\lambda I_{\Sigma}$. The first sub-lemma relies on the fact that $T$ has kind $\star$ by SP-Top. The second sub-lemma relies on the subtyping rule SP-Var which limits subtyping of variables to be reflexive only. For the first sub-lemma, if we use the generalized top type that can have a Pi-type, when $e_2 = \top$, $e_1$ can be any well-typed function that may not be a value. For the second sub-lemma, if bounded quantification is allowed, when $e_1 = x$, $e_2$ is not necessarily a value but can be any term as long as $x \leq e_2 : A \in \Gamma$. If we want to extend $\lambda I_{\Sigma}$ with generalized top type or bounded quantification like $\lambda I_{\leq}$, the value preservation lemma will not hold and we may not be able to disprove the diverging cases of subtype preservation for the leftmost variant.

**Rightmost Call-by-value to the Rescue.** For the rightmost variant, the diverging cases are simply not possible. If we try to follow the diagram of the leftmost variant, assuming that $e_1 \hookrightarrow e'_1$, $e_2 \hookrightarrow e'_2$, we have

\[
\begin{array}{c}
\vdash e_1 v \leq e_2 v \\
\downarrow \quad \Downarrow \\
\vdash e'_1 v \leq e'_2 e \\
\hline
(3)
\end{array} \quad \begin{array}{c}
\vdash e_1 v \leq e_2 v \\
\downarrow \\
\vdash e_1 e \not\leq e'_2 v \\
\hline
(4)
\end{array}
\]

In (3) and (4), the arguments are already values due to the rightmost reduction strategy. They also should be the same due to the pointwise subtyping rules. Then, the reduction of the argument part, i.e., $v \hookrightarrow e$, is contradictory, since values are not reducible.

Thus, the rightmost call-by-value strategy is more suitable for meta-theoretical development in $\lambda I_{\Sigma}$. It naively rules out the diverging cases and simplifies the proof of subtype preservation. It is also less restrictive and does not rely on the value preservation lemma, which makes it possible to extend $\lambda I_{\Sigma}$ with features such as bounded quantification and generalized top type without breaking subtype preservation.

**Determinacy of Reduction.** Though the one-step reduction is changed to use the (partially) call-by-value semantics, it still has the same determinacy property as the call-by-name variant in $\lambda I_{\leq}$:

**Lemma 6.3.11** (Determinacy of Reduction). If $e \hookrightarrow e_1$ and $e \hookrightarrow e_2$, then $e_1 = e_2$.

The proof holds few surprises, which is done by induction on the derivation of $e \hookrightarrow e_1$ and inversion on $e \hookrightarrow e_2$.

**Preservation and Progress.** Similarly to $\lambda I_{\leq}$, we prove a generalized subtype preservation lemma to avoid induction hypothesis issues in the cast case:

**Lemma 6.3.12** (Generalized Subtype Preservation). Given that $\Gamma \vdash e_1 \leq e_2 : A$ holds,
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1. if \( A \hookrightarrow A' \) and both \( e_1 \) and \( e_2 \) are cast\( \uparrow \) terms, i.e., \( e_1 = \text{cast}_\uparrow e_1' \) and \( e_2 = \text{cast}_\uparrow e_2' \), then \( \Gamma \vdash e_1' \leq e_2' : A' \);

2. otherwise, if \( e_1 \hookrightarrow e_1' \) and \( e_2 \hookrightarrow e_2' \), then \( \Gamma \vdash e_1' \leq e_2' : A \).

The first case is slightly changed since we drop the annotation of \( \text{cast}_\uparrow \). The proof is by induction on the derivation of \( \Gamma \vdash e_1 \leq e_2 : A \), which is similar to the one of \( \lambda I_\leq \). The diverging cases can be trivially disproved due to the choice of rightmost call-by-value reduction. The proof similarly depends on the "reduction in the middle" lemma, which holds for one-step call-by-value reduction:

**Lemma 6.3.13** (Reduction Exists in the Middle). Given that \( \Gamma \vdash C \leq B : D \) and \( \Gamma \vdash B \leq A : D \), if \( C \hookrightarrow C' \) and \( A \hookrightarrow A' \), then there exists \( B' \) such that \( B \hookrightarrow B' \).

Finally, we can conclude the type preservation lemma, which is simply a corollary of subtype preservation:

**Lemma 6.3.14** (Type Preservation). If \( \Gamma \vdash e : A \) and \( e \hookrightarrow e' \), then \( \Gamma \vdash e' : A \).

We prove the progress lemma that has the judgment with an empty context:

**Lemma 6.3.15** (Progress). If \( \emptyset \vdash e : A \) then either \( e \) is a value \( v \) or there exists \( e' \) such that \( e \hookrightarrow e' \).

Unlike \( \lambda I_\leq \), we do not prove a generalized progress lemma (Lemma 5.3.18) since the inert terms (see Section 5.2.2), which cover all stuck open terms, are not defined for the call-by-value semantics in \( \lambda I_\Sigma \).

6.4 The Sig Language

We formally present the surface language namely **Sig**, which supports Scala-like first-class traits with type members. **Sig** is a lightweight layer built on top of \( \lambda I_\Sigma \) for presenting how iso-strong sums in \( \lambda I_\Sigma \) can encode complex constructs such as traits. Expressions of **Sig** will be elaborated into \( \lambda I_\Sigma \) terms through a type-directed translation. **Sig** does not expose explicit cast operators. The translation process will automatically insert necessary casts to keep terms well-typed. In spite of many language limitations in **Sig**, the main purpose of **Sig** is to show the application of iso-strong sums and the inference of casts via the elaboration semantics. In the rest of this section, we will show the syntax, static semantics, type-directed translation and translation soundness of **Sig**.

6.4.1 Syntax

Figure 6.4 shows the syntax of **Sig**, which is unified as \( \lambda I_\Sigma \). Terms \( (E) \) and types \( (T) \) are in the same syntactic category. Basic language constructs can be directly mapped to \( \lambda I_\Sigma \) terms, e.g., Type corresponds to \( \ast \) and the function type corresponds to a Pi-type, etc. We use the syntactic sugar \( T_1 \to T_2 \) for non-dependent function types. Note that there are no explicit type cast operators in **Sig**.
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| Expresions  | $E, T ::= x \mid Type \mid (x : T_1) \rightarrow T_2 \mid E_1 E_2 \mid \lambda(x : T) \Rightarrow E$
| Trait Bindings | $S ::= \text{val} l_1 : T_1; \ldots; \text{val} l_n : T_n$
| Object Bindings | $M ::= \text{val} l_1 = E_1; \ldots; \text{val} l_n = E_n$
| Contexts | $\Delta ::= \emptyset \mid \Delta, x : T \mid \Delta, x = \langle x_1, x_2 \rangle : T$
| Values | $V ::= \text{Type} \mid x \mid (x : T_1) \rightarrow T_2 \mid \lambda(x : T) \Rightarrow E$
| Syntactic Sugar | $T_1 \rightarrow T_2 \triangleq (x : T_1) \rightarrow T_2$ where $x \notin \text{FV}(T_2)$

Figure 6.4. Syntax of Sig

Traits and Objects. A trait has the syntax $\text{trait} \{ \text{type} L : T; S \}$ which is a compound type that has one type member $L$ and multiple value members. The bindings of value members $S$ have the form $\text{val} l_1 : T_1$, which means the label $l_i$ has type $T_i$. Only the type member $L$ but not value members $l_i$ can show in $T_i$. We use the upper-case metavariable $L$ for the label of type member, and the lower-case $l$ for the label of value members. Objects are instances of traits. The syntax of objects is $\text{obj} \{ \text{type} L = E; M \}$ as $T$ where $E$ is the actual type member implementation for the abstract label $L$. $M$ is the object bindings with the form $\text{val} l_i = E_i$ where $E_i$ is the implementation of the member $l_i$. Type $T$ after the keyword as is the type annotation. The member access of objects is denoted by $x.L$ and $x.l$, which are for the type member and value member, respectively.

Restrictions on Traits. For simplicity reasons, we have several restrictions related to traits:

- There is only one type member in traits, so that traits can be directly mapped to Sigma-types of $\lambda I_2$ which have just one binder. Nonetheless, we can simulate multiple type members. For example, noting that the type $T$ of the type member is polymorphic, which is not limited to $\text{Type}$, we can specify $T$ as a compound type such as records to represent multiple type members.

- The member access operations are bound only to variables (e.g. $x.L$) but not paths (e.g. $x.y.L$). This is due to the value restriction in the target language $\lambda I_2$. The restriction of member access is also commonly used in other calculi for a simpler formalization of traits, such as Dependent Object Types (DOT) [Rompf and Amin 2016; Amin et al. 2016].

- We do not support subtyping of type members in Sig because there is no bounded quantification in the target language.

6.4.2 Static Semantics

The static semantics of Sig is shown in Figure 6.5 and 6.6. The typing context $\Delta$ has two kinds of bindings, namely the type binding $x : T$ and trait binding $x = \langle x_1, x_2 \rangle : T$ (see Figure 6.4). Typing rules only use the typing binding. The trait binding is used only for translation and will be discussed later in Section 6.4.3. The well-formedness of context is checked by the judgment $\Delta \vdash \Delta$. Object typing $\Delta \vdash M : S$ and trait well-formedness $\Delta \vdash S$ reuse the typing judgment for inferring the type of object bindings and checking if types of value members are well-formed, respectively. The typing judgment is denoted by $\Delta \vdash E : T$. Typing rules for basic constructs
\[ \Delta \vdash E : T \]

(Term Typing)

**ST-AX**
\[ \vdash \Delta \]
\[ \Delta \vdash \text{ : Type} \]

**ST-Var**
\[ x : T \in \Delta \]
\[ \Delta \vdash x : T \]

**ST-App**
\[ \Delta \vdash E_1 : T_1 \rightarrow T_2 \]
\[ \Delta \vdash E_2 : T_1 \]
\[ \Delta \vdash E_1 \ E_2 : T_2 \]

**ST-AppM**
\[ \Delta \vdash E : (x : T_1) \rightarrow T_2 \]
\[ \Delta \vdash V_1 : T_1 \]
\[ T_1 = \text{trait \{ type } L : T ; S \}\]
\[ V_1 = \text{obj \{ type } L = V ; M \text{ as } T_1 \]
\[ \Delta \vdash E \ V_1 : T_2[\!\! x . L \mapsto \!\! V] \]

**ST-Mod**
\[ \Delta \vdash \text{obj \{ type } L = V ; M \text{ as } T_1 \]
\[ \text{trait \{ type } L : T ; S \}\]
\[ \Delta \vdash T_1 : \text{Type} \]
\[ T_1 \text{ is not a trait} \]
\[ \Delta \vdash \text{obj \{ type } L = V ; M \text{ as } T_1 \]
\[ \text{trait \{ type } L : T ; S \}\]
\[ \Delta \vdash T_1 : \text{Type} \]

**ST-ProjTy**
\[ \Delta \vdash x : \text{trait \{ type } L : T ; S \}\]
\[ \Delta \vdash x . L : T \]

**ST-Proj**
\[ x : \text{trait \{ type } L : T ; S \}\]
\[ \Delta \vdash \text{val } l : T_2 \in S \]
\[ \Delta \vdash x . l : T_2[l \mapsto \!\! x . L] \]

**ST-Pi**
\[ \Delta \vdash T_1 : \text{Type} \]
\[ T_2 \text{ is } x . L \text{-only-projection if } T_1 \text{ is a trait} \]
\[ \Delta \vdash (x : T_1) \rightarrow T_2 : \text{Type} \]

**ST-AppV**
\[ \Delta \vdash E : (x : T_1) \rightarrow T_2 \]
\[ \Delta \vdash V_1 : T_1 \]
\[ V_1 \text{ is not an object} \]
\[ \Delta \vdash E \ V_1 : T_2[\!\! x \mapsto \!\! V] \]

**ST-Lam**
\[ \Delta \vdash T_1 : \text{Type} \]
\[ T_2 \text{ is } x . L \text{-only-projection if } T_1 \text{ is a trait} \]
\[ \Delta \vdash (\lambda(x : T_1) \Rightarrow E) : (x : T_1) \rightarrow T_2 \]

**ST-Sig**
\[ \Delta \vdash T : \text{Type} \]
\[ T_2 \text{ is not a trait} \]
\[ \Delta \vdash T \in S \]

**Applications.** Due to the value restriction of the target language, we have multiple application rules in Sig, namely ST-App, ST-AppV and ST-AppM. Similarly to \( \lambda \Sigma \), rules ST-App and ST-AppV are for non-dependent and dependent function application, respectively. The arguments to dependent functions need to be values \( V \) (see definitions in Figure 6.4). The case when arguments are objects is specifically handled by rule ST-AppM. We rule out such case in ST-AppV by requiring \( V \) not to be an object.

Rule ST-AppM checks if the argument \( V_1 \) is an object and \( T_1 \) in the function type is a trait type. The conclusion type is obtained by replacing all type member access \( x . L \) in \( T_2 \) by the actual type member \( V \). We use a special form of substitution \( T_2[\!\! x . L \mapsto \!\! V] \), called projection substitution. It pattern-matches the member access form \( x . L \) which contains two variables.

Additionally, to ensure the substitution result is well-formed, we need to restrict how \( x \) occurs in \( T_2 \), namely if \( x \) shows free in \( T_2 \), it must be in the form \( x . L \). Then after projection substitution, we can guarantee that \( x \) will not be out of scope in the conclusion type. We formally define such restriction and call \( T_2 \) a \( x \). \( L \)-only-projection term:

**Definition 6.4.1 (Projection-Only Terms).** We call \( x \). \( L \)-only-projection if \( x \) and \( L \) are free variables in \( E \) and \( x \notin \text{FV}(E[\!\! x . L \mapsto \!\! y]) \) for any fresh variable \( y \neq x \).
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\[ \vdash \Delta \]

\[ \Delta \vdash M : S \]

\[ \Delta \vdash S \]

We check if \( T_2 \) satisfies such restriction when the argument type \( T_1 \) is a trait in rules ST-LAM and ST-Pt, i.e., rules for type-checking functions and function types.

Handling the object case separately and using projection substitution in ST-AppM is due to value restrictions on member access and lack of explicit or implicit type conversion in Sig. Otherwise, consider using ST-AppV for the object case. Since only member access on variables is supported, after substitution, all \( x.L \) in \( T_2 \) will become \( V_1.L \) which is not well-formed. Furthermore, there is no type conversion to transform \( V_1.L \) into \( V \). We directly replace all \( x.L \) with \( V \), without the need of an individual type conversion rule or operator.

**Objects and Traits.** Objects and traits are type-checked by ST-Obj and ST-Stg, respectively. The actual type member \( V \) is limited to a value. The reason is that an object will be mapped to a dependent sum in \( \lambda I_S \), and the actual type member corresponds to the first component, which is required to be a value (see SP-Pair). The type of object bindings \( M \) is obtained by replacing all abstract type member \( L \) with the actual one \( V \). And we use the trait binding \( S \) from the annotation \( T_1 \) to check if the type of \( M \) is \( S[L \mapsto V] \). We also require \( T \), the type of \( V \), not to be a trait. Otherwise, there could exists the form \( L.l_i \) in object bindings \( M \). Then \( M[L \mapsto V] \) contains \( V.l_i \), which is an ill-formed member access. Correspondingly, in the typing rule of traits ST-Stg, the type \( T \) of abstract type member \( L \) should not be a trait.

**Member Access.** ST-Proj/T and ST-Proj are typing rules for type and value member access, respectively. For a certain value member \( l_i \), its type \( T_2 \) is extracted from \( S \) by its label and may contain the abstract type member \( L \). We replace all \( L \) in \( T_2 \) with member access \( x.L \) to prevent \( L \) being out of scope. Sig only supports object member access of variables. Because member access will be translated to projection and opening operations in \( \lambda I_S \). Both projection and opening have value restrictions which only take values as input. Variables are values both in \( \lambda I_S \) and Sig.
which satisfies the restriction. Member access on other values, such as objects is not allowed. Otherwise, type conversion will be needed. If \( V.L \) is allowed in \( ST/hyphen.scP/r.sc/o.sc/j.sc \), where \( V \) is an object, its type would be \( T_2[x \mapsto V.L] \) which needs to further convert the type \( V.L \) to the actual type member.

**No Subsumption Rule or Subtyping Relation.** Finally, for simplicity reasons, we exclude the subsumption rule and subtyping relation in \( \text{Sig} \). The subsumption rule would make the system *declarative* and harden the development of metatheory. Moreover, we focus on presenting the *typing* of \( \text{Sig} \), as well as the type-directed elaboration which involves the inferences of casts (see Section 6.4.3). The elaboration of subtyping is less interesting because subtyping relations between traits can be directly mapped to record subtyping in \( \lambda I_\Sigma \). We leave adding subtyping in \( \text{Sig} \) as future work (see Section 8.2).

### 6.4.3 Elaboration Semantics

The semantics of \( \text{Sig} \) is given by elaboration to \( \lambda I_\Sigma \). The elaboration is a *type-directed* translation of the surface language \( \text{Sig} \) to the target language. For simplicity reasons, we assume the target language is \( \lambda I_\Sigma \) extended with *multi-field records*. Records can be encoded using top types with standard techniques [Pierce 2002]. Typing and subtyping rules of records are admissible in \( \lambda I_\Sigma \).

The main purpose of presenting the elaboration semantics is to illustrate how necessary type-safe casts can be automatically added to target terms. The translation process of \( \text{Sig} \) is particularly for the inference of casts with traits and objects. For encoding other constructs with casts, we may need different elaboration approaches. For example, in Section 3.2.1 we use Scott-encodings for elaborating algebraic datatypes of \( \text{Fun} \) into PITS terms with casts.

The judgment for term translation is denoted by \( \Delta \vdash E : T \rightsquigarrow e \), shown in Figure 6.7 and 6.8. If we ignore the target term \( e \) and trait binding \( x = (x_1, x_2) : T \) in \( \Delta \), the translation judgment becomes exactly the typing judgment \( \Delta \vdash E : T \) (see Figure 6.5). Most translation rules are straightforward mappings to \( \lambda I_\Sigma \) terms. We distinguish the translation for terms with or without objects/traits. The name of rules related to traits has a suffix letter “M”. We focus on such rules in the following text.

Other translation judgments are shown in Figure 6.9, which reuse the term translation judgment. The context translation judgment \( \vdash \Delta \rightsquigarrow \Gamma \) translates a surface context to a target one. In rule TRW/hyphen.scM/o.sc/d.sc, the trait binding \( x = (x_1, x_2) : T \) is used to save the translation result of an *object variable* \( x \). We decompose \( x \) as fresh variables \( x_1 \) and \( x_2 \), which represent the first and second components of a dependent sum translated from an object. The object and trait binding translation judgments, i.e., \( \Delta \vdash M : S \rightsquigarrow e \) and \( \Delta \vdash S \rightsquigarrow e \), translate bindings in objects and traits to records and record types, respectively.

**Object Variables.** Rule TR-VarM in Figure 6.7 translates a variable \( x \) when it is a trait binding \( x = (x_1, x_2) : T \) from the context. Its type \( T \) is a trait and translated into a Sigma-type \( \Sigma x_1 : A. B \). The object variable \( x \) is then translated to a dependent sum \( \langle x_1, x_2 \rangle \text{ as } \Sigma x_1 : A. B \). Note that \( x \) does not show in the translated term. One can only refer to \( x \) by its component variables \( x_1 \) or \( x_2 \), which are both already in the translated context by TRW-Mon. This rule follows the form of the translation of object definitions in rule TR-Mon. Thus, we can translate an object value \( V \) in a unified form \( \Delta \vdash V : T \rightsquigarrow \langle e_1, e_2 \text{ as } \Sigma x : A. B \rangle \).
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\[ \Delta \vdash E : T \rightsquigarrow e \]

\begin{align*}
\text{TR-Ax} & \quad \vdash \Delta \rightsquigarrow \Gamma \\
\Delta \vdash \text{Type} : \text{Type} \rightsquigarrow \ast \\
\text{TR-Var} & \quad \frac{x : T \in \Delta}{\Delta \vdash x : T \rightsquigarrow x} \\
\text{TR-VarM} & \quad \frac{\Delta \rightsquigarrow \Gamma \quad \Delta \vdash T : \text{Type} \rightsquigarrow \Sigma x_1 : A \cdot B}{\Delta \vdash x : T \rightsquigarrow \langle x_1, x_2 \rangle \text{as} \Sigma x_1 : A \cdot B}
\end{align*}

\begin{align*}
\text{TR-Pi} & \quad \frac{\Delta \vdash T_1 : \text{Type} \rightsquigarrow A_1}{\Delta, x : T_1 \vdash T_2 : \text{Type} \rightsquigarrow A_2} \\
\text{TR-LAM} & \quad \frac{\Delta \vdash (x : T_1) \Rightarrow T_2 : \text{Type} \rightsquigarrow \Pi x : A_1. A_2}{\Delta \vdash (\lambda x : T_1 \Rightarrow E : T_2) : (x : T_1) \rightsquigarrow \lambda x : A. E}
\end{align*}

\begin{align*}
\text{TR-PiM} & \quad \frac{\Delta \vdash T_1 : \text{Type} \rightsquigarrow \Sigma x_1 : A. B}{\Delta, x = \langle x_1, x_2 \rangle : T_1 \vdash T_2 : \text{Type} \rightsquigarrow C} \\
\text{TR-LAMM} & \quad \frac{\Delta \vdash (\lambda x : T_1 \Rightarrow E : T_2) \Rightarrow \langle x_1, x_2 \rangle \text{as} \Sigma x_1 : A. B}{\Delta \vdash (\lambda x : T_1 \Rightarrow E : T_2) \Rightarrow \lambda y : (\Sigma x_1 : A. B) \cdot \text{open} y \text{ as} \langle x_1, x_2 \rangle \text{in} e}
\end{align*}

Figure 6.7. Translation of terms

**Functions with Traits.** Rules TR-PiM and TR-LAMM in Figure 6.7 translate function types and functions where the argument type \( T_1 \) is a trait. The trait \( T_1 \) is translated to a Sigma-type \( \Sigma x_1 : A. B \). The formal parameter \( x \) is added into the context as a trait binding \( x = \langle x_1, x_2 \rangle : T_1 \) correspondingly. Recall that in TR-VarM and TRW-Mon, \( x \) does not exist in the translated context and can only be referred by component variables \( x_1 \) or \( x_2 \). In TR-LAMM, the function body \( E \) will be translated to \( e \). The member access operations in \( E \) will be directly mapped to operations on component variables in \( e \) (see TR-ProT and TR-ProT). Such behavior can be mapped to the opening operation in \( \lambda I_\Sigma \), which replaces the input variable \( x \) with two pattern variables \( x_1 \) and \( x_2 \). The whole function \( \lambda x : T_1 \Rightarrow E \) is then translated into a lambda term with opening. We explicitly replace \( x \) with a fresh variable \( y \) in the translated term to distinguish from \( x_1 \) and \( x_2 \). Rule TR-PiM matches the type of the translated term in TR-LAMM. The whole translated type is a Pi-type, parametrized by the fresh variable \( y \). The body is exactly the type of the open-term in TR-LAMM, which follows SP-OPEN of the target language.

**Applications with Traits.** Functions with traits as input are translated to lambdas with open-terms in TR-LAMM separately from ordinary functions. Thus, applications with such functions also need a special treatment. Rules TR-AppX and TR-AppM in Figure 6.8 translate dependent functions applied to object values, which cover two cases: variables \( x \) or \text{obj} definitions, respectively.
A term translation schema is used to translate terms in the source language to terms in the target language. This schema allows for the translation of terms with component variables, function parts, and object definitions. The schema includes rules for translating terms such as function applications, object definitions, and trait expressions.

**Term Translation Schema**

<table>
<thead>
<tr>
<th>Rule</th>
<th>Source Term</th>
<th>Target Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR-App</td>
<td>( \Delta \vdash E : T \rightarrow e )</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } )</td>
</tr>
<tr>
<td>TR-AppX</td>
<td>( \Delta \vdash E : (x : T_1) \rightarrow T_2 \rightarrow e )</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } )</td>
</tr>
<tr>
<td>TR-AppM</td>
<td>( \Delta \vdash E : (x : T_1) \rightarrow T_2 \rightarrow e )</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } )</td>
</tr>
<tr>
<td>TR-Mod</td>
<td>( \Delta \vdash V : T \rightarrow e_1 )</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } )</td>
</tr>
<tr>
<td>TR-Sig</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } : \text{Type } \rightarrow \Sigma x_1 : A . B [L \rightarrow x_1] )</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } )</td>
</tr>
<tr>
<td>TR-ProjT</td>
<td>( \Delta \vdash x : T_1 \rightarrow (x_1, x_2) \rightarrow \Sigma x_1 : A . B )</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } )</td>
</tr>
<tr>
<td>TR-Proj</td>
<td>( \Delta \vdash x : T_1 \rightarrow \Sigma x_1 : A . B )</td>
<td>( \Delta \vdash \text{trait } { \text{type } L : T ; S } )</td>
</tr>
</tbody>
</table>

Note that the type of a translated trait function, i.e., a **open-term**, is a type-level application \((\lambda x_1 : A . C) (y.1)\) in TR-PnM. We need two consecutive `cast`s in the target term to reduce the first projection and lambda application, similarly to the treatment of second projections (see Section 6.2.3). The function part \(E\) is translated to \(e\) by TR-LamM. The argument part is translated to a dependent sum. In TR-AppX, the object variable is translated to a dependent sum with component variables by TR-VarM. In TR-AppM, the object definition \(V_1\) is translated to a dependent sum by TR-Mod.

**Other Translations with Traits.** TR-Mod translates an object definition into a dependent sum. The actual type member \(V\) is mapped to the first component \(e_1\). The object bindings \(M\) are mapped to the second component \(e_2\), which is a record by object binding translation \(\Delta \vdash M : S \rightarrow e\). The members in \(M\) have the same labels as in \(e_1\), which can be extracted directly by record projections. TR-Sig translates a trait into a Sigma-type. The type of abstract type member \(T\) is translated to the binder type \(A\). The trait binding \(S\) is translated to a record.
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\[ \vdash \Delta \rightsquigarrow \Gamma \]  
(Context Translation)

\[ \begin{array}{ll}
\text{TRW-Cons} & \vdash \Delta \rightsquigarrow \Gamma \\
\Delta \vdash T : \text{Type} \rightsquigarrow A & x \text{ fresh in } \Delta \\
\Delta, x : T \rightsquigarrow \Gamma, x : A & \\
\end{array} \]

\[ \begin{array}{ll}
\text{TRW-Mod} & \vdash \Delta \rightsquigarrow \Gamma \quad \Delta \vdash T : \text{Type} \rightsquigarrow \Sigma x_1 : A. B \\
x \text{ fresh in } \Delta & x_1, x_2 \text{ fresh in } \Gamma \\
\Delta, x = (x_1, x_2) : T \rightsquigarrow \Gamma, x_1 : A, x_2 : B & \\
\end{array} \]

\[ \Delta \vdash M : S \rightsquigarrow e \]  
(Object Binding Translation)

\[ \begin{array}{ll}
\text{TRM-Bind} & \Delta \vdash E_i : T_i \rightsquigarrow e_i^{i} \\
\Delta \vdash \text{val}_{l_i} = E_i^{i} : \text{val}_{l_i} : T_i^{i} \rightsquigarrow \{ l_i = e_i^{i} \} & \\
\end{array} \]

\[ \Delta \vdash S \rightsquigarrow e \]  
(Trait Binding Translation)

\[ \begin{array}{ll}
\text{TRS-Sig} & \Delta \vdash T_i : \text{Type} \rightsquigarrow A_i^{i} \\
\Delta \vdash \text{val}_{l_i} : T_i^{i} \rightsquigarrow \{ l_i : A_i^{i} \} & \\
\end{array} \]

Figure 6.9. Translation of contexts and bindings

type \( B \) by trait binding translation \( \Delta \vdash S \rightsquigarrow e \). The type and value member access operations are translated by TR-ProjT and TR-Proj, respectively. Type member access is directly mapped to the first component. Value member access is mapped to record projection of the second component.

6.4.4 Soundness of Translation

We show that the type-direct translation of Sig is sound, i.e., the translated target terms are well-typed. The main lemma is stated as follows:

Lemma 6.4.1 (Soundness of Translation).  
Given \( \vdash \Delta \rightsquigarrow \Gamma \), if \( \Delta \vdash E : T \rightsquigarrow e \) and \( \Delta \vdash T : \text{Type} \rightsquigarrow A \), then \( \Gamma \vdash e : A \).

The proof is straightforward by induction on the derivation of the term translation judgment \( \Delta \vdash E : T \rightsquigarrow e \).

Substitution Lemmas. The soundness proof depends on special substitution lemmas. As mentioned in Section 6.4.2, rule ST-AppM involves the projection substitution with form \( T_2[x.L \mapsto V] \) that replaces a type member access with a value. Also, value substitution such as \( E[x \mapsto V] \) for an arbitrary term \( E \) may fail since \( E \) may contain member access operations \( x.L \) and \( x.l \), which are only for variables and become malformed after substitution with \( V \). If terms do not have member access on variables to substitute, the terms should keep well-formedness after substitution. We define such terms formally as non-projection terms:

Definition 6.4.2 (Non-projection Terms). We call \( E \) \( x \)-non-projection if it does not contain any projection form of \( x \) (i.e. \( x.L \) or \( x.l \) where \( x \) occurs free in \( E \)). Similarly, bindings \( \Delta \), \( M \) and \( S \) are \( x \)-non-projection if they only contain \( x \)-non-projection terms.
It is easy to see that all sub-terms of a $x$-non-projection term are still $x$-non-projection. Thus, a substitution “$x \mapsto V$” on $x$-non-projection terms is safe. We can show the following value, typing and projection substitution lemmas:

**Lemma 6.4.2** (Value Substitution $\circlearrowright$). If $V_1$ is a $x$-non-projection value and $V_2$ is a value, then $V_1[x \mapsto V_2]$ is still a value.

**Lemma 6.4.3** (Typing Substitution $\circlearrowright$). If $\Delta_1, z : T_1, \Delta_2 \vdash E : T \leadsto e$ and $\Delta_1 \vdash V_2 : T_1 \leadsto v$, where $E$ and $\Delta_2$ are $z$-non-projection, then $\Delta_1, \Delta_2[z \mapsto V_2] \vdash E[z \mapsto V_2] : T[z \mapsto V_2] \leadsto e[z \mapsto v]$.

**Lemma 6.4.4** (Projection Substitution $\circlearrowright$). Given $T' = \text{trait} \{ \text{type } L_1 : T_3; S_1 \}$, if $\Delta_1, z = \langle z_1, z_2 \rangle : T', \Delta_2 \vdash E : T \leadsto e$ and $\Delta_1 \vdash V_2 : T_3 \leadsto v$, where $E$ and $\Delta_2$ are $z.L_1$-only-projection, then $\Delta_1, \Delta_2[z.L_1 \mapsto V_2] \vdash E[z.L_1 \mapsto V_2] : T[z.L_1 \mapsto V_2] \leadsto e[z_1 \mapsto v]$.

Proofs are straightforward by induction. Notice that for value substitution lemma, when $V_1$ is a type member access, it cannot be $x.L$ since it is $x$-non-projection. Thus, $V_1 = y.L$ for some $y \neq x$, then $V_1[x \mapsto V_2] = V_1 = y.L$ is still a value.
7.1 Dependently Typed Calculi without Subtyping

7.1.1 Core Calculus for Functional Languages

Girard’s System $F_\omega$ [Girard 1972] is a typed lambda calculus with higher-kindred polymorphism. For the well-formedness of type expressions, an extra level of *kinds* is added to the system. In comparison, because of unified syntax, PITS is considerably simpler than System $F_\omega$, both in terms of language constructs and complexity of proofs. As for type-level computation, System $F_\omega$ differs from PITS in that it uses a conversion rule, while PITS uses explicit casts. PITS is also inspired by the treatment of datatype constructors in Haskell [Jones 1993]. Iso-types have similarities to newtypes and datatypes which involve explicit type-level computations. The current core language for GHC Haskell, System FC [Sulzmann et al. 2007] is a significant extension of System $F$, which supports GADTs [Peyton Jones et al. 2004], functional dependencies [Jones 2000], type families [Eisenberg et al. 2014], and kind equality [Weirich et al. 2013]. System DC [Weirich et al. 2017] is a further extension to FC and foundation of Dependently Typed Haskell (DTH) that extends Haskell with full-spectrum dependent types. System FC and its extensions require a non-trivial form of type equality, which is currently missing from PITS. One possible direction for future work is to investigate the addition of such forms of non-trivial type-equality. On the other hand, PITS uses unified syntax and has only 8 language constructs, whereas the original System FC uses multiple levels of syntax and currently has over 30 language constructs, making it significantly more complex. The simplicity of PITS makes it suitable to be combined with other language features, such as subtyping and strong sums, which seem hard to support in FC and its extensions. For example, we have presented the $\lambda I_{\leq}$ calculus that extends a variant of PITS (i.e. $\lambda I$) with subtyping in Chapter 5, and the $\lambda I_{\Sigma}$ calculus which is a variant of $\lambda I_{\leq}$ with strong sums in Chapter 6.

7.1.2 Unified Syntax with Decidable Type-checking

Pure Type Systems [Barendregt 1991] show how a whole family of type systems can be implemented using just a single syntactic form. PTSs are an obvious source of inspiration for our work. An early attempt of using a PTS-like syntax for an intermediate language for functional programming was Henk [Peyton Jones and Meijer 1997]. The Henk proposal was to use the *lambda cube* as a typed intermediate language, unifying all three levels, i.e., terms, types and
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kinds. However the authors have not studied the addition of general recursion, full dependent types or the meta-theory.

Zombie [Casinghino et al. 2014] is a dependently typed language using a single syntactic category. It is composed of two fragments: a logical fragment where every expression is known to terminate, and a programmatic fragment that allows general recursion. Though Zombie has one syntactic category, it is still fairly complicated (with around 24 language constructs) as it tries to be both consistent as a logic and pragmatic as a programming language. Even if one is only interested in modeling a programmatic fragment, additional mechanisms are required to ensure the validity of proofs [Sjöberg et al. 2012; Sjöberg and Weirich 2015]. In contrast to Zombie, PITS takes another point of the design space, giving up logical consistency and reasoning about proofs for simplicity in the language design.

7.1.3 Unified Syntax with General Recursion and Undecidable Type Checking

Cayenne [Augustsson 1998] integrates the full power of dependent types with general recursion, which bears some similarities with PITS. It uses one syntactic form for both terms and types, allows arbitrary computation at type level and is logically inconsistent because of the presence of unrestricted recursion. However, the most crucial difference from PITS is that type checking in Cayenne is undecidable. From a pragmatic point of view, this design choice simplifies the implementation, but the desirable property of decidable type checking is lost. Cardelli’s Type:Type language [Cardelli 1986b] also features general recursion to implement equi-recursive types. Recursion and recursive types are unified in a single construct. However, both equi-recursive types and the Type:Type axiom make the type system undecidable. \(\Pi\Sigma\) [Altenkirch et al. 2010] is another example of a language that uses one recursion mechanism for both types and functions. The type-level recursion is controlled by lifted types and boxes since definitions are not unfolded inside boxes. However, \(\Pi\Sigma\) does not have decidable type checking due to the “type-in-type” axiom, and its metatheory is not formally developed.

7.1.4 Casts for Managed Type-level Computation

Type-level computation in PITS is controlled by explicit casts. Several studies [Stump et al. 2008; Sjöberg et al. 2012; Kimmell et al. 2012; Sjöberg and Weirich 2015; Sulzmann et al. 2007; Gundry 2013; Weirich et al. 2017] also attempt to use explicit casts for managed type-level computation. However, casts in those approaches are not inspired by iso-recursive types. Instead they require equality proof terms, while casts in PITS do not. The need for equality proof terms complicates the language design because: 1) building equality proofs requires various other language constructs, adding to the complexity of the language design and metatheory; 2) It is desirable to ensure that the equality proofs are valid. Otherwise, one can easily build bogus equality proofs with non-termination, which could endanger type safety. Guru [Stump et al. 2008] and Sep3 [Kimmell et al. 2012] make syntactic separation between proofs and programs to prevent certain programmatic terms turning into invalid proofs. System DC [Weirich et al. 2017] and other FC variants [Sulzmann et al. 2007; Yorgey et al. 2012] similarly distinguish coercions (i.e. equality proofs) and programs syntactically. The programmatic part of Zombie [Sjöberg et al. 2012; Sjöberg and Weirich 2015], which has no such separation, employs a value restriction that restricts proofs to be syntactic values to avoid non-terminating terms. Gundry’s evidence language [Gundry 2013] also unifies all syntactic levels including coercions, but uses different phases for separating programs and proofs.
7.2 Calculi with Subtyping and Dependent Types

Table 7.1. Comparison between $\lambda I_<$ and related calculi

<table>
<thead>
<tr>
<th>Features</th>
<th>$\lambda I_&lt;$</th>
<th>$F_&lt;$</th>
<th>PTS$&lt;$</th>
<th>PSS</th>
<th>$\lambda P_&lt;$</th>
<th>$\lambda II_&lt;$</th>
<th>$\lambda C_&lt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dependent types</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Beta equality</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Unified syntax</td>
<td>○</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Contravariance</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Bounded quantification</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Top type</td>
<td>●</td>
<td>●</td>
<td>○</td>
<td>●</td>
<td>○</td>
<td>○</td>
<td>○</td>
</tr>
<tr>
<td>Transitivity not rely on normalization</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>●</td>
<td>-2</td>
<td>○</td>
<td>○</td>
</tr>
</tbody>
</table>

1. No subtyping relation for lambdas with bounded quantification.
2. Metatheory not fully developed.

The typing rules contain an access policy relation to determine the conversion of phases. Such mechanism is finer-grained yet more complicated. Note that our treatment of full casts in full PITS, using a separate erased system for developing metatheory, is similar to the approach of Zombie or Guru which uses an unannotated system.

7.1.5 Restricted Recursion with Termination Checking

As proof assistants, dependently typed languages such as Coq [The Coq development team 2016] and Agda [Norell 2007b] are conservative as to what kind of computation is allowed. They require all programs to terminate by means of a termination checker, ensuring that recursive calls are decreasing. Decidable type checking and logical consistency are preserved. But the conservative, syntactic criteria is insufficient to support a variety of important programming styles. Agda offers an option to disable the termination checker to allow writing arbitrary functions. However, this may endanger both decidable type checking and logical consistency. Idris [Brady 2011] is a dependently typed language that allows writing unrestricted functions. However, to achieve decidable type checking, it also requires termination checker to ensure only terminating functions are evaluated by the type checker. While logical consistency is an appealing property, it is not a goal of PITS. Instead PITS aims at retaining (term-level) general recursion as found in languages like Haskell or ML, while benefiting from a unified syntax to simplify the implementation and the meta-theory of the core language.

7.2 Calculi with Subtyping and Dependent Types

In this section, we discuss several related calculi that support subtyping and dependent types (except System $F_{\omega}$ and $F_{\omega \omega}$). The comparison of features between several closely related calculi and $\lambda I_<$ is summarized in Table 7.1. One quick observation from the table is that only $\lambda I_<$ can support all language features of $F_<$, while other calculi cannot fully subsume $F_<$.

7.2.1 Subtyping with Unified Syntax

It is appealing to combine subtyping with the unified syntax of Pure Type Systems [Barendregt 1991] (PTS) for obtaining a concise and expressive system. Chen proposed $\lambda C_<$ [Chen 1997], an extension of the calculus of constructions ($\lambda C$) with subtyping. $\lambda C_<$ supports neither top types nor bounded quantification in order to simplify the metatheory. The proof of transitivity in $\lambda C_<$ is simpler and does not depend on strong normalization, though decidability still depends on
strong normalization as in $\lambda C$. Zwanenburg proposed $PTS^C$ [Zwanenburg 1999] by extending PTS with subtyping and bounded quantification. It has the PTS-style unified syntax but with two distinct forms of abstraction for type and bound. In $PTS^C$, the subtyping rules do not depend on the typing rules, which allows proving subtyping properties independently from typing properties. However, such design makes it difficult to extend the framework with two desirable features: 1) subtyping on bounded abstractions, since subtyping rules are defined only for pre-terms; 2) top types, since the subtyping rule of top types depends on typing. Neither of those features are supported by $PTS^C$.

Hutchins proposed another framework called Pure Subtype Systems [Hutchins 2010] (PSS) which also adopts the unified syntax based on PTS. The design is simplified by making the system solely based on subtyping without the typing relation. The simplicity of the system comes at the cost of the complexity of metatheory. The proof of transitivity elimination is partial, and therefore subject reduction cannot be proved. Note that although $\lambda I^C$ shares the similar idea of being based on the subtyping relation, it has two major differences from PSS. First, $\lambda I^C$ unifies subtyping with typing in a more conservative way. The unified subtyping relation still tracks types and it intuitively subsumes the traditional typing relation. In contrast, PSS takes a more aggressive approach to make the typing relation completely absent from the system. In PSS there are no types or typing. Second, PSS eliminates the distinction of function and function types, which are unified into the same syntax of abstraction. In contrast, $\lambda I^C$ still distinguishes these two concepts as in PTSs. Since the subtyping rule of abstractions in PSS is pointwise, any form of contravariance is not supported. An unfortunate consequence is that PSS cannot subsume System $F^C$ with contravariant arrow types, including the Kernel Fun variant [Cardelli and Wegner 1985].

### 7.2.2 Stratified Syntax with High-Order Subtyping

System $F^C_\omega$ is a lambda calculus with stratified syntax by extending System $F_\omega$ [Girard 1972] with higher-order subtyping. To simplify the metatheory, early formalizations of System $F^C_\omega$ [Pierce and Steffen 1997; Compagnoni 1995] do not allow a bounded type operator. Compagnoni and Goguen later proposed a technique called typed operational semantics [Compagnoni and Goguen 2003] to fully enable bounded quantification in System $F^C_\omega$. But its metatheory becomes quite complicated and relies on strong normalization, making it hard to apply such technique to systems with general recursion. Note that Compagnoni and Goguen’s presentation of System $F^C_\omega$ contains a kinded subtyping judgment $\Gamma \vdash A \leq B : K$ which has a similar shape to the unified subtyping relation in $\lambda I^C$. But the typing relation is separately defined in their system and not subsumed by the kinded subtyping judgment. System $F^C_\omega$ [Stucki 2017] is an extension of $F^C_\omega$ with *type intervals*. $F^C_\omega$ supports higher-order subtyping with both lower and upper bounded quantifications but its metatheory is complex due to the stratified syntax. The canonical/algorithmic system of $F^C_\omega$ relies on normalization. The transitivity rule cannot be fully eliminated but partially eliminated for top-level uses.

### 7.2.3 Stratified Subtyping Systems with Dependent Types

System $\lambda P^C_\omega$ [Aspinall and Compagnoni 1996] is a stratified system with dependent types and higher-order subtyping. The metatheory becomes more complex than System $F^C_\omega$ due to the circular dependency of typing, kinding and subtyping. A novel proof technique that splits beta reduction on terms and types is proposed to break such dependency. However, System $\lambda P^C_\omega$ does
not support polymorphism (i.e., abstraction over types), bounded quantification or top types. System $\lambda \Pi_\leq$ [Castagna and Chen 2001; Chen 1998] is an improvement of $\lambda P_\leq$. It has the property of complete type-level transitivity elimination, while System $\lambda P_\leq$ has transitivity elimination only for normalized types. However, $\lambda \Pi_\leq$ is proved to be equivalent to $\lambda P_\leq$ in typing and subtyping, meaning that it has no increased expressiveness. Both $\lambda \Pi_\leq$ and $\lambda P_\leq$ require strong normalization to prove the transitivity of subtyping. In contrast, $\lambda I_\leq$ employs iso-types for explicit type-level computations and decouples strong normalization from the proofs of metatheory.

### 7.2.4 Subtyping with Restricted Dependent Types

There have been several studies focusing on exploring subtyping with restricted forms of dependent types but not full dependent types in the context of object-oriented (OO) programming. The Dependent Object-Oriented Language [Campos and Vasconcelos 2015, 2018] (DOL) is an imperative OO programming language with subtyping and index refinements, a restricted notion of dependent types originated from Dependent ML [Xi and Pfenning 1999], which allows types to depend on static indices of natural numbers. DOL supports the verification of mutable objects and unrestricted use of shared objects. The type checking of DOL is decidable. Compared to $\lambda \Pi_\leq$, DOL does not support full dependent types or general bounded quantification. In DOL, Pi-types are denoted by $\Pi a : I.T$ and can be quantified only by index types $I$. Quantifiers in Pi-types only support propositions on indexes, such as comparing natural numbers $a \leq b$.

$\nu Obj$ [Odersky et al. 2003] is a dependently typed calculus for objects with type members. It is developed as a theoretic foundation for Scala [Odersky et al. 2004] and features a weaker form of dependent types called path-dependent types. In $\nu Obj$, types can depend on paths which are type selections on variables, i.e., $x.L$. Compared to traditional dependent types used in $\lambda I_\leq$, it is difficult to use path-dependent types to model dependency on non-path values, e.g., $\Pi n : \text{Int. Vec } n$. The richness of the type system makes the metatheory of $\nu Obj$ complex and type checking is not decidable. Another recent effort of developing a core calculus for Scala is the Dependent Object Types (DOT) calculus [Amin et al. 2012b, 2014; Rompf and Amin 2016; Amin et al. 2016]. DOT is also based on path-dependent types. It is simpler and has fewer type forms than $\nu Obj$, e.g., no class types, but still expressive to model many features of Scala. Similarly to $\lambda I_\leq$, DOT subsumes System $F_\leq$ but has a richer notion of bounds. Type variables can be quantified by both lower bounds and upper bounds, as opposed to the traditional bounded quantification used in $\lambda I_\leq$ that only supports upper bounds. The metatheory of DOT is well-developed [Rompf and Amin 2016], though the soundness proof requires many non-standard techniques. Transitivity of subtyping needs to be treated as an axiom and transitivity elimination is not possible [Rompf and Amin 2016]. Both $\nu Obj$ and DOT use the stratified syntax in contrast to the unified syntax of $\lambda I_\leq$.

### 7.3 Strong Sum Types and ML Modules

#### 7.3.1 Dependently Typed Calculi with Strong Sigma-types

It is challenging to combine strong dependent sums with traditional dependently typed systems. If both impredicative polymorphism and strong sums are allowed, Girard’s paradox can be derived and logical consistency is lost [Coquand 1986; Hook and Howe 1986]. Previous studies usually drop impredicativity to obtain a consistent system with strong sums. XML [Harper and Mitchell
1993] extends Standard ML with a module system encoded by strong dependent sums. XML uses implicit type conversions by equality relations and utilizes stratified universes to abandon impredicative polymorphism.

Instead of completely dropping impredicativity, another feasible approach [Harper and Mitchell 1993] is to limit predicativity only in strong Sigma-types and allow impredicativity in Pi-types. However, such predicative Sigma-types are more restricted and less expressive, since both the binder type and body should be at the same small kind level, i.e., for $\Sigma x : A. B$, both $A : \star$ and $B : \star$ are required. For example, $\Sigma x : \star. x$ is not predicative with stratified universes where $\star : \Box$. The Calculus of Dependent Lambda Eliminations (CDLE) [Stump 2017] supports impredicativity and encoding strong sums without treating them as built-in constructs, though the encoded Sigma-types are predicative. Bowman et al. [2017] proposed an extension of the Calculus of Constructions with strong dependent sums for type-preserving CPS translation. Similarly, in their system Pi-types are impredicative but strong sum types are predicative so as to prevent the inconsistency issue.

The $\lambda I_\Sigma$ calculus supports impredicativity both in Pi-types and strong Sigma-types by using a single unified universe (i.e. $\star$) and the "type-in-type" axiom. Thus, the calculus is logically inconsistent. Nonetheless, we do not consider inconsistency problematic for $\lambda I_\Sigma$. We focus more on the traditional programming patterns, while the related studies mentioned above mostly focus on logical uses such as proof assistant. The loss of strong normalization does not cause problems either, since iso-types untangles normalization from other properties of $\lambda I_\Sigma$.

### 7.3.2 Strong Sigma-types with Subtyping

It is even more challenging to allow subtyping with Sigma-types. There is not so much existing work due to the complexity of combining subtyping and dependent sum types. On exception is the work by Luo et al. [2004] on coherent subtyping rules of strong Sigma-types. They propose a new subtyping rule for the first projection of Sigma-types and achieve both coherence and admissibility of transitivity. Their system only supports predicative strong sums, similarly to the calculi by Stump [2017] and Bowman et al. [2017]. Several other work, such as dependent records by Pollack [2002], is based on Luo et al.'s rules. One fundamental difference is that they use coercive subtyping, while we use structural subtyping based on the approach of unified subtyping [Yang and Oliveira 2017]. Coercive subtyping allows more flexible subtyping rules in their system, however also requires the additional relation, i.e., coercion, and needs to ensure its coherence. The unified subtyping approach used in $\lambda I_\Sigma$ directly reasons on the structures of types.

### 7.3.3 Core Languages for Scala

As shown in the surface language $\text{Sig}$, dependent sums in $\lambda I_\Sigma$ can model several Object-oriented Programming (OOP) structures in Scala [Odersky et al. 2004], e.g., traits and type members. There are several calculi which aim to serve as theoretical foundations of Scala as mentioned in Section 5.6, including $\nu \text{Obj}$ [Odersky et al. 2003] and Dependent Object Types (DOT) calculus [Amin et al. 2012b, 2014; Rompf and Amin 2016; Amin et al. 2016]. The key feature is path-dependent types for modeling member access of traits. $\nu \text{Obj}$ supports full paths $p.L$, while DOT supports short paths on variables only, i.e., $x.L$, similarly to the restriction in $\text{Sig}$. Both calculi can model more complete Scala features, including both lower and upper bounds for type members, which is missing in $\lambda I_\Sigma$. Nonetheless, $\lambda I_\Sigma$ is not intended for modeling full Scala features, though it can
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Support some features of type members as shown in \( \text{Sig} \). Traditional full dependent types, such as \( \Pi n : \text{Int. Vec } n \), are not expressible in \( \nu \text{Obj} \) or DOT. Higher-kindred types are not currently available in DOT but supported by \( F_\omega \) \cite{Stucki_2017}, a \( F_\omega \) variant of DOT with upper and lower bounds but without type members or path-dependent types. \( \lambda_\Sigma \) supports both dependent types and high-kinded types. Both transitivity elimination and type-safety are proved for \( \lambda_\Sigma \). In contrast, \( \nu \text{Obj} \) does not have fully-developed metatheory. DOT has a relatively more complex soundness proof \cite{Rompf_Amin_2016, Rapoport_2017}. DOT needs a built-in transitivity rule and does not support transitivity elimination.

7.3.4 Encoding ML Modules by Dependent Types

Dependent sums are the key novelty of \( \lambda_\Sigma \) over \( \lambda_\varepsilon \). Besides OOP language constructs, dependent sums can also model ML-like model systems. MacQueen \cite{MacQueen_1986} proposed such an idea to model functors and signatures using dependent types and strong existential types, i.e., strong sum types. Several other work also tries to encode modules with strong sums, e.g., XML by Harper and Mitchell \cite{Harper_Mitchell_1993}, as well as Leroy’s calculus that employs both strong sums and weak manifest sums \cite{Leroy_1994}. For a proper module system, one needs the strong existential opening and second projection from strong sums, because traditional existential opening is too restrictive. It does not allow free access to the witness and interpretation components of an existential package.

Notice that all these previous studies use an implicit conversion rule with equality judgments, while \( \lambda_\Sigma \) employs the iso-type approach with explicit type casts. Instead of using the standard typing rule for the second projection, in \( \lambda_\Sigma \), we slightly weaken the typing rule of the second projection and strong opening to make them compatible with call-by-value casts. Alternatively, strong sums can be typed using full casts with parallel reduction. But the cost is the complexity of metatheory and the difficulty to combine with other features, such as subtyping.

7.3.5 Encoding ML Modules by F-ing Modules

Instead of directly using dependent sums, ML module systems can be encoded through indirect semantics by second-order type systems and ordinary existential types. Rossberg et al. \cite{Rossberg_2010} proposed F-ing modules which elaborate ML modules into System \( F_\omega \). The target language does not need dependent types or dependent sums. But such encoding requires a complex elaboration process. The semantics of modules is indirect, which is represented differently in the surface and target language. For example, an abstract signature is an existential type \( \exists \pi. \Sigma \) in the surface ML language that binds abstract types \( \pi \). It will be instantiated into a concrete signature \( \Sigma \) in \( F_\omega \) which is a record type. Thus, member access of a module can be done internally in an existential package, because the semantics signature is “virtual”, i.e., an existential package with abstract binders. There is no actual existential opening and thus the encoding does not require strong existentials, i.e., strong dependent sums.

Type members and traits encoded in \( \text{Sig} \) share some similarities to ML-like modules: traits are like signatures and objects are like structures. We use a type-directed translation from \( \text{Sig} \) to \( \lambda_\Sigma \), similarly to the elaboration used in F-ing modules. However, our translation process is much simpler. The surface structures of \( \text{Sig} \) have direct mappings in the target language. With dependent sums, we can directly use existential openings. Note that the opening operation in \( \lambda_\Sigma \) has an intermediate type which is a type-level application. The actual type is delayed until the actual implementation is provided, and then can be obtained by \text{cast}↓s. This is similar to the
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treatment of obtaining concrete signatures in F-ing modules. However, $\lambda I_\Sigma$ uses dependent types and does not need “virtual” signatures that always carry existential binders.

### 7.3.6 First-class ML Modules

Traditionally, ML modules are treated as a separate system from the core language. Modules cannot be freely mixed with terms. 1ML [Rossberg 2015] is such an attempt to unify the core and modules, which features F-ing modules to elaborate both predicative ML core and module systems into a well-studied target language, i.e., System $F_\omega$. Another earlier work by Harper and Lillibridge is *translucent sums* [Harper and Lillibridge 1994; Lillibridge 1997] that support transparent type definitions (i.e. $\text{type } L = T$) in signatures. Modules encoded by translucent sums are first-class values. Essentially, translucent sums are weak sums extended with type equality. Similarly to 1ML, Harper and Lillibridge’s calculus is based on System $F_\omega$ but not a dependent type theory.

Thanks to unified syntax in $\lambda I_\Sigma$, objects of traits are encoded as first-class values in $\text{Sig}$. Considering the similarities between traits and modules, $\text{Sig}$ can also be viewed as a language with lightweight support of first-class ML modules. Though $\text{Sig}$ lacks many features of ML module systems, such as translucent type members [Leroy 1994; Lillibridge 1997], it still shows the potential of encoding first-class modules with unified syntax and strong dependent sums. Moreover, $\text{Sig}$ can support signature types that depend on values, e.g., $\text{trait } \{ \text{type } L : \text{Int}; \text{val } l : \text{Vec } L \}$. Such type is not supported by 1ML or translucent sums, which depend on System $F_\omega$ that do not have full dependent types.

### 7.3.7 Module Systems for Dependentely Typed Calculi

So far we have discussed module systems for core languages which are non-dependent. Several dependently typed languages, such as Coq [The Coq development team 2016], also employ ML-like module systems. One attempt to formalize such module systems is $\mathcal{MC}_2$ [Courant 2007, 1997] that extends Pure Type Systems with a ML-like module system. The approach of $\mathcal{MC}_2$ is more traditional. Modules in $\mathcal{MC}_2$ are second-class, which are distinct syntactic levels separated from core terms of PTS and require duplicated constructs, such as functors and signatures. In contrast modules/objects in $\text{Sig}$ are first-class and unified with core terms. Modules/objects are encoded by strong sums but not treated as built-in primitives in $\lambda I_\Sigma$. Moreover, $\mathcal{MC}_2$ aims at modularizing proofs for proof assistants, while $\lambda I_\Sigma$ and $\text{Sig}$ focus on modeling modular constructs for traditional programming.
8.1 Conclusion

In this thesis, we explored the design space of dependently typed languages for general-purpose programming that stand in-between traditional languages and full-spectrum dependently typed languages. We showed how the advantages of dependent types, especially the economy of concepts and added expressiveness, can benefit the designs of traditional languages. In particular, we developed three dependently typed calculi that combine features for traditional programming:

- We developed **Pure Iso-Type Systems** (PITS), a family of dependently typed calculi with general recursion. PITS employs unified syntax and has comparable simplicity to Pure Type Systems (PTS). To retain decidable type checking in the presence of general recursion, we proposed **iso-types**. Iso-types make every type-level computation steps explicit by cast operators and decouple properties such as decidability of type checking from strong normalization. We studied three variants of PITS that differ on reduction strategies of casts and have trade-offs in terms of expressiveness and simplicity of metatheory. We proved type-safety and decidability of type checking for all variants.

- We developed **the λI⩽λI⩽λI⩽calculus**, a dependently typed calculus with subtyping. λI⩽ is a variant of PITS with extra features for object-oriented programming, including higher-order subtyping, bounded quantification and top types. To address the issues arising from combining dependent types and subtyping, we proposed **unified subtyping**. Unified subtyping combines typing and subtyping into a single relation and eliminates the circularity of typing and subtyping. We developed the metatheory of λI⩽ and proved transitivity of subtyping and type-safety. We also showed that λI⩽ can fully subsume System F⩽.

- We developed **the λIΣ-calculus**, a dependently typed calculus with subtyping and strong dependent sums. λIΣ employs the approach of unified subtyping and is a variant of λI⩽. λIΣ also features **iso-strong sums** whose destructors are typed as intermediate type-level applications instead of direct substitutions. Call-by-value casts are capable of performing necessary type-level computation without the need of full casts. We proved transitivity and type-safety for λIΣ in the presence of impredicativity. We also showed an application of strong sums for encoding Scala-like traits by elaborating surface constructs of Sig into λIΣ terms.
8.2 Future Work

In this section, we discuss several interesting avenues for future work.

**Modeling Functional Languages with PITS.** We believe that PITS is suitable to serve as a core language for functional languages with expressiveness in-between traditional languages and full-spectrum dependently typed languages. For future work, we would like to employ PITS for modeling traditional functional languages like (older versions of) Haskell and ML with some extra features that come “for free” from the use of dependent types and unified syntax. We have already shown such possibility in Section 3.2 that PITS can model many type-level features which are language extensions to classic Haskell or ML. However, writing a new compiler for full Haskell or ML requires a lot of engineering efforts, even if only considering the classic Haskell 98. We would like to take a more pragmatic approach by modifying existing compilers and replacing the core language with PITS. For example, JHC [Meacham 2006] is a Haskell compiler that implements Haskell 98 and has a much smaller code base than the de facto standard Haskell compiler GHC [The GHC Team 2018]. JHC uses the PTS-style core language Henk [Peyton Jones and Meijer 1997] for implementing type classes. Based on the work of JHC, we hope to replace Henk with PITS and implement more language extensions from modern Haskell such as datatype promotion [Yorgey et al. 2012].

**Relax the Value Restriction for Call-by-value PITS.** We employ a value restriction in call-by-value PITS to retain subject reduction with a simple proof. As discussed in Section 4.2.1, we will consider an alternative approach by adding cast operators during dynamic semantics for future work. The proposal is to add two special constructs. The syntax of expressions and values is extended as follows:

\[
e, A ::= \cdots \mid (e_1; e_2) \mid \text{cast}^\uparrow [e_3] (e_1; e_2)
\]

\[
v ::= \cdots \mid (v_1; v_2) \mid \text{cast}^\uparrow [e_3] (e_1; e_2)
\]

We use the syntax \((e_1; e_2)\) to denote dependent function applications whose arguments are not values. A special cast-up operator denoted by \(\text{cast}^\uparrow [e_3] (e_1; e_2)\) is used to expand types of such applications. The typing rules of new constructs are as follows:

\[
\frac{\Gamma \vdash e_1 : \Pi x : A. B \quad \Gamma \vdash e_2 : A \quad x \in FV(B) } { \Gamma \vdash (e_1; e_2) : \left( \lambda x : A. B \right) e_2 }
\]

\[
\frac{\Gamma \vdash e_1 : \Pi x : A. B \quad \Gamma \vdash e_2 : A \quad \Gamma \vdash e_3 : A \quad e_3 \mapsto e_2 \quad x \in FV(B) } { \Gamma \vdash \text{cast}^\uparrow [e_3] (e_1; e_2) : \left( \lambda x : A. B \right) e_3 }
\]

We use the same approach as iso-strong sums (see Section 6.1.2) for the typing of dependent applications. The typing result is a type-level application that carries the argument \(e_2\). The type annotation of the special cast-up operator saves an argument \(e_3\) which is a beta-expansion of the original argument \(e_2\). The special cast-up operator makes it possible to track the types through
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reductions. We have the following new reduction rules:

\[ e_1 \mapsto e'_1 \]
\[ (e_1; e_2) \mapsto (e'_1; e_2) \]
\[ e \mapsto e' \]
\[ (v; e) \mapsto \text{cast}^\uparrow [e] (v; e') \]

\[ \text{cast}^\downarrow (\text{cast}^\uparrow [e_3] (e_1; e_2)) \mapsto (e_1; e_2) \]
\[ \text{cast}^\downarrow (v_1; v_2) \mapsto v_1 v_2 \]

When trying to reduce \((v; e)\), we will add a cast-up operator to save the original argument and retain the type for the reduced term: \(\text{cast}^\uparrow [e] (v; e')\). We can use \(\text{cast}^\downarrow\) operators to eliminate the cast-up operators and the special form of dependent applications. Our preliminary experiment shows that with this approach we can prove type-safety, namely subject reduction and progress lemmas. Although the typing and reduction rules become complex, we hope that this approach will help recover some missing expressiveness due to the value restriction.

**Push Rules for Full PITS.** In Section 4.3.2, we discuss an alternative design of full PITS that we can use “push rules” as in System FC [Sulzmann et al. 2007] instead of erasing all casts like Zombie [Sjöberg and Weirich 2015] or Guru [Stump et al. 2008]. For example, we can define a push rule for the case when the function is wrapped by a \(\text{cast}^\uparrow\) operator:

\[ (\text{cast}^\downarrow [A' \rightarrow B'] (\lambda x : A. y)) e \mapsto \text{cast}^\downarrow [B'] (((\lambda x : A. y) (\text{cast}^\uparrow [A] e)) \]

The example from Section 4.3.2 can be reduced as follows:

\[ (\text{cast}^\downarrow [\text{Int} \rightarrow \text{Int}] (\lambda x : \text{Id Int.} x)) 3 \]
\[ \mapsto \text{cast}^\downarrow [\text{Int}] (((\lambda x : \text{Id Int.} x) (\text{cast}^\uparrow [\text{Id Int}] 3)) \]
\[ \mapsto \text{cast}^\downarrow [\text{Int}] (\text{cast}^\uparrow [\text{Id Int}] 3) \]
\[ \mapsto 3 \]

where \(\text{Id} = \lambda y : \star. y\). However, this rule is still limited since it only works when the function is non-dependent, i.e., with an arrow type and needs to be exactly a lambda term. For future work, we hope to work out more push rules that can cover all possible cases, so that we can directly prove type-safety with such rules. We also believe that a direct operational semantics of full PITS will be helpful to simplify the metatheory and enable the combination of other techniques, such as unified subtyping.

**Consistent Full Reduction for Casts.** Full PITS employs two different reduction strategies: a parallel reduction for casts and a call-by-name reduction for term evaluation (see Section 4.3.1). This causes some inconsistency in the calculus, e.g. \(\lambda x : \text{Int.} 1 + 1\) is a value but reducible by full casts, and complicates the design. For future work, we would like to explore a consistent full reduction for both type casts and term evaluation. One possible approach is to use the one-step full beta reduction rules (as in Figure 4.9) with a particular order. We have already proved that the current parallel reduction used by full casts has the same expressive power as full beta reduction (see Lemma 4.3.3). This alternative design will not reduce the expressiveness of the calculus.
Surface Mechanisms for Iso-Typess. We would like to explore mechanisms in surface languages that make iso-types more convenient to use. One possible direction is the lightweight inference of casts. The end users will be not aware of casts at the surface level and the underlying compiler will help generating necessary casts for keeping type-safety. Note that we do not expect a general full inference of casts, which is difficult or even impossible. A more realistic approach is to infer casts for specific constructs. For example, we have shown how to automatically generate casts in the target language by an elaboration of surface constructs, such as algebraic datatypes using Scott encodings (Section 3.2.1) and Scala-like traits using strong sums (Section 6.4.3).

Algorithmic Unified Subtyping. The current algorithmic version of $\lambda I^\leq$ has a notable difference from the declarative system: the typing and subtyping relations are defined separately (see Section 5.4). This causes complexity in developing metatheory for the algorithmic system. For example, if we want to prove the decidability, we need cover both subtyping and typing judgments. The algorithmic system also heavily relies on the erasure of annotations, making it difficult to prove inversion lemmas. For future work, we hope to develop new algorithmic unified subtyping judgments for both $\lambda I^\leq$ and $\lambda I^\Sigma$ calculi. Instead of separated typing and subtyping judgments, there will be only unified subtyping judgments with two directions: the checking judgment $\Gamma \vdash e_1 \leq e_2 \Leftarrow A$ and the synthesis judgment $\Gamma \vdash e_1 \leq e_2 \Rightarrow A$. We would like to prove the soundness and completeness of the new judgments to the original declarative unified subtyping judgment.

Decidability of Unified Subtyping. We discussed the impact of using the Pi-type rule with full contravariance in $\lambda I^\leq$, which makes the unified subtyping relation undecidable (see Section 5.6). However, we did not answer whether the calculus is decidable with the Kernel Fun rule. Like System $F^\leq$, we need to first create an algorithmic presentation of the calculus. In Section 5.4, we presented a sound and complete algorithmic version of $\lambda I^\leq$ but did not prove its decidability due to the complexity of its judgments. For future work, we would like to develop sound and complete algorithmic versions of $\lambda I^\leq$ and $\lambda I^\Sigma$ based on the algorithmic unified subtyping judgments and prove their decidability.

More Features for Unified Subtyping. We would like to explore more features for the unified subtyping relation. For example, as discussed in Section 5.6, the full subtyping of recursion is not yet supported with unified subtyping due to the pointwise subtyping rules. Similarly, subtyping applications is not complete, e.g., in rules S-App and SP-App, since the arguments are required to be fixed. We hope to remove such restrictions by the polarized subtyping approach [Steffen 1998], which provides a mechanism called polarities for a finer-grained control of covariance and contravariance.

Another example is to extend the bounded quantification with both lower and upper bounds as in DOT [Amin et al. 2012a]. Currently, only upper bound is supported in $\lambda I^\leq$, which follows the treatment of System $F^\leq$. However, the metatheory of DOT is significantly more complex than $\lambda I^\leq$. If only considering to add bounds, we could adopt the method by Stucki [2017] that extends $F^\omega$ with type intervals (i.e. both upper and lower bounds), which hopefully will not complicate the metatheory too much. We would also like to take the same approach to add bounds for $\lambda I^\Sigma$ that currently drops bound quantification for simplicity reasons. One long-term goal is to add
more features in $\lambda I_\Sigma$, making it be able to subsume DOT [Amin et al. 2012a] and model more Scala-like programming idioms.

**Relax the Value Restriction in $\lambda I_\Sigma$.** Similarly to call-by-value PITS, $\lambda I_\Sigma$ uses call-by-value casts and imposes value restrictions. For future work, we would like to relax value restrictions of $\lambda I_\Sigma$ and introduce a special $\text{cast}_\uparrow$ operator, similarly to the previously mentioned proposal for call-by-value PITS:

\[
\frac{\Gamma \vdash e : \Sigma x : A. B}{\Gamma \vdash e.2 : (\lambda x : A. B) (e.1)}
\]

\[
\frac{\Gamma \vdash e : \Sigma x : A. B \quad \Gamma \vdash e' : \Sigma x : A. B \quad e \leftrightarrow e'}{\Gamma \vdash \text{cast}_\uparrow [e] (e'.2) : (\lambda x : A. B) (e.1)}
\]

Cast-up operators will be automatically inserted in the reduction rule of the second projections and can also be canceled by $\text{cast}_\downarrow$ operators:

\[
\frac{e \leftrightarrow e'}{e.2 \leftrightarrow \text{cast}_\uparrow [e] (e'.2)} \quad \frac{\text{cast}_\downarrow (\text{cast}_\uparrow [e] (e'.2)) \leftrightarrow e'.2}{\text{cast}_\downarrow (e.2) : B[x \mapsto e.1]}
\]

To allow nested second projections, we can use a full $\text{cast}_\downarrow$ operator to eliminate the intermediate type-level application:

\[
\begin{align*}
\Delta & \vdash T_j \leq T'_i \quad \forall i \in 1..n, \exists j \in 1..m, l_j = l'_i \\
\Delta & \vdash \text{trait} \{ \text{type} \ L \ : \ T; \ \text{val} \ l_1 : T_1; \ldots; \ \text{val} \ l_m : T_m \} \leq \\
& \text{trait} \{ \text{type} \ L \ : \ T; \ \text{val} \ l'_1 : T'_1; \ldots; \ \text{val} \ l'_m : T'_m \}
\end{align*}
\]

This rule follows record subtyping (see Section 2.4.1). Thus, the subtyping relation of traits still holds for the translated terms in the core since traits are translated to Sigma-types with record types.

Another example is to support transparent types, which are useful constructs in the ML module systems. We would like to follow the approach proposed by Leroy [1994] and Lillibrige [1997] to support translucent sum types, i.e., dependent sum types containing equality quantifiers, denoted by $\Sigma x = e : A. B$. Transparent type definitions in $\text{Sig}$ can be encoded as follows:

\[
\text{trait} \{ \text{type} \ L : T = E; \ldots \} \leadsto \Sigma L = e : A. \ldots
\]

**Extensions to Sig.** The $\text{Sig}$ language presented in Section 6.4 is a very simple language built directly based on $\lambda I_\Sigma$. It has several language restrictions to keep the design simple and focus on presenting the application of iso-strong sums. For future work, we would like to support more surface-level features in $\text{Sig}$. One important missing feature in $\text{Sig}$ is subtyping. Since the core language $\lambda I_\Sigma$ already supports (unified) subtyping, we can develop the surface subtyping rules based subtyping rules in $\lambda I_\Sigma$. For example, the subtyping rule for traits can be defined as follows:

\[
\frac{\Delta \vdash \text{trait} \{ \text{type} \ L \ ; \ \text{val} \ l_1 : T_1; \ldots; \ \text{val} \ l_m : T_m \} \leq \\
& \text{trait} \{ \text{type} \ L \ ; \ \text{val} \ l'_1 : T'_1; \ldots; \ \text{val} \ l'_m : T'_m \}}{\Delta \vdash T_j \leq T'_i \quad \forall i \in 1..n, \exists j \in 1..m, l_j = l'_i}
\]

This rule follows record subtyping (see Section 2.4.1). Thus, the subtyping relation of traits still holds for the translated terms in the core since traits are translated to Sigma-types with record types.
Translucent sums can be modeled as weak sums using weak opening operations [Lillibridge 1997], which will (hopefully) have a relatively simple metatheory.
A.1 Encoding Weak Sums in $\lambda I_{\leq}$

We show the subtyping and typing rules of weak dependent sums are admissible in $\lambda I_{\leq}$.

Lemma A.1.1. The following unified subtyping rule is admissible:

$$
\frac{\Gamma \vdash A_1 \leq A_2 : \star \quad \Gamma, x : A_1 \vdash B_1 \leq B_2 : \star}{\Gamma \vdash (\Sigma x : A_1. B_1) \leq (\Sigma x : A_2. B_2) : \star}
$$

Proof. By encoding in Section 2.2.1, the conclusion is equivalent to

$$
\Gamma \vdash (\Pi z : *. (\Pi x : A_1. B_1 \rightarrow z) \rightarrow z) \leq (\Pi z : *. (\Pi x : A_2. B_2 \rightarrow z) \rightarrow z) : \star
$$

We show this relation holds:

\begin{align*}
\Gamma, z : * &\vdash A_1 \leq A_2 : * \quad \text{by Lemma 5.3.4} \\
\Gamma, z : *, x : A_1 &\vdash B_1 \leq B_2 : * \quad \text{by Lemma 5.3.4} \\
\Gamma, z : *, x : A_1 &\vdash (B_2 \rightarrow z) \leq (B_1 \rightarrow z) : * \quad \text{by rule S-Prod} \\
\Gamma, z : * &\vdash (\Pi x : A_2. B_2 \rightarrow z) \leq (\Pi x : A_1. B_1 \rightarrow z) : * \quad \text{by rule S-Prod} \\
\Gamma, z : * &\vdash ((\Pi x : A_1. B_1 \rightarrow z) \rightarrow z) \leq ((\Pi x : A_2. B_2 \rightarrow z) \rightarrow z) : * \quad \text{by rule S-Prod} \\
\Gamma &\vdash (\Pi z : *. (\Pi x : A_1. B_1 \rightarrow z) \rightarrow z) \leq (\Pi z : *. (\Pi x : A_2. B_2 \rightarrow z) \rightarrow z) : * \quad \text{by rule S-Prod}
\end{align*}

Note that $\Gamma, x : A$ is syntactic sugar of $\Gamma, x \leq \top : A$.

Lemma A.1.2. The typing rules for pack and unpack [Schmidt 1994] are admissible.

Proof. The typing rule for pack is

\begin{align*}
\Gamma &\vdash e_1 : A \quad \Gamma &\vdash e_2 : B[x \mapsto e_1] \\
\Gamma &\vdash \text{pack} \ [e_1, e_2] \text{ as } (\Sigma x : A. B) : (\Sigma x : A. B)
\end{align*}

By encoding in Section 2.2.1, the conclusion is equivalent to

$$
\Gamma \vdash (\lambda z : *. \lambda f : (\Pi x : A. B \rightarrow z). f e_1 e_2) : (\Pi z : *. (\Pi x : A. B \rightarrow z) \rightarrow z)
$$

We show this relation holds:
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Proof. By induction on the structure of $\Gamma, z : \ast, f : \Pi x : A. B \rightarrow z \vdash e_1 : A$

- Case $\Gamma, z : \ast, f : \Pi x : A. B \rightarrow z \vdash e_1 : B[x \mapsto e_1]$
  - By Lemma 5.3.4

- Case $\Gamma, z : \ast, f : \Pi x : A. B \rightarrow z \vdash f e_1 e_2 : z$
  - By rule $\text{S-App}$

- Case $\Gamma \vdash (\lambda z : \ast. (\Pi x : A. B \rightarrow z), f e_1 e_2) : (\Pi z : \ast. (\Pi x : A. B \rightarrow z) \rightarrow z)$
  - By rule $\text{S-Ans}$

The typing rule for $\texttt{unpack}$ is

\[
\Gamma \vdash e_1 : (\Sigma x : A. B) \quad \Gamma, x : A, y : B \vdash e_2 : C \quad \Gamma \vdash C : \ast
\]

\[\Gamma \vdash \text{unpack } e_1 \text{ as } [x, y] \text{ in } e_2 : C\]

By encoding in Section 2.2.1, the typing of $e_1$ and the conclusion are equivalent to

\[
\Gamma \vdash e_1 : (\Pi z : \ast. (\Pi x : A. B \rightarrow z) \rightarrow z) \\
\Gamma \vdash e_1 C (\lambda x : A. \lambda y : B. e_2) : C
\]

where $z \notin \text{FV}(\Pi x : A. B)$ and $x, y \notin \text{FV}(C)$. We show the conclusion holds:

- Case $\Gamma \vdash e_1 C : (\Pi x : A. B \rightarrow C) \rightarrow C$
  - By rule $\text{S-App}$ and $z$ fresh

- Case $\Gamma, \lambda x : A. \lambda y : B. e_2 : (\Pi x : A. B \rightarrow C)$
  - By rule $\text{S-Ans}$ and $y \notin \text{FV}(C)$

- Case $\Gamma \vdash e_1 C (\lambda x : A. \lambda y : B. e_2) : C$
  - By rule $\text{S-App}$

\[\square\]

A.2 Subsumption of System $\mathcal{F}_\ll$ in $\lambda I_\ll$

Lemma A.2.1 (Commutativity of Type Substitution). $(T_1[X \mapsto T_2])^* = T_1^*[X \mapsto T_2^*]$ holds.

Proof. By induction on the structure of $T_1$:

- Case $T_1 = \top$:
  \[\top[X \mapsto T_2]^* = \top^* = \top\]
  \[\top^*[X \mapsto T_2^*] = \top[X \mapsto T_2^*] = \top\]

- Case $T_1 = Y$:
  - Case $X = Y$:
    \[(X[X \mapsto T_2])^* = T_2^*\]
    \[X^*[X \mapsto T_2^*] = X[X \mapsto T_2^*] = T_2^*\]
  - Case $X \neq Y$:
    \[(Y[X \mapsto T_2])^* = Y\]
    \[Y^*[X \mapsto T_2^*] = Y[X \mapsto T_2^*] = Y\]

- Case $T_1 = U_1 \rightarrow U_2$:
  \[
  (U_1[X \mapsto T_2])^* = U_1^*[X \mapsto T_2^*] \\
  (U_2[X \mapsto T_2])^* = U_2^*[X \mapsto T_2^*] \\
  ((U_1 \rightarrow U_2)[X \mapsto T_2])^* = (U_1[X \mapsto T_2] \rightarrow U_2[X \mapsto T_2])^*
  = (U_1^*[X \mapsto T_2^*] \rightarrow U_2^*[X \mapsto T_2^*])^* \quad (x \text{ Fresh})
  = (\Pi z \leq T : (U_1^*[X \mapsto T_2^*]). (U_2^*[X \mapsto T_2^*]))
  = (U_1^*[X \mapsto T_2^*]. (U_2^*[X \mapsto T_2^*])^* \quad (x \text{ Fresh})
  \]

- Case $T_1 = \forall Y \leq U_1, U_2$ and $X \neq Y$:
Lemma A.2.2 (Well-formedness).

1. If $\Delta \vdash T$, then $\Delta^* \vdash T^*: \ast$.

2. If $\vdash \Delta$, then $\vdash \Delta^*$.

Proof. By mutual induction on the derivation of $\Delta \vdash T$ and $\vdash \Delta$:

- Case $\vdash \Delta$:
  
  $\vdash \Delta^*$ by IH
  $\Delta^* \vdash \top$ by rule S-Ax
  $\Delta^* \vdash \top: \ast$ by rule S-TopRefl
  $\Delta^* \vdash \top: \ast$ by definition of $T^*$

- Case $\vdash \Delta$ $X \leq U \in \Delta$ $\Delta \vdash X$:

  $\vdash \Delta^*$ by IH
  $X \leq U^*: \ast \in \Delta^*$ by definition of $\Delta^*$
  $\Delta^* \vdash X: \ast$ by rule S-VarRefl
  $\Delta^* \vdash X: \ast$ by definition of $T^*$

- Case $\vdash \Delta$ $\vdash \Delta^*$ $\Delta \vdash U_1$ $\Delta \vdash U_2$ $\Delta \vdash U_1 \rightarrow U_2$:

  $\Delta^* \vdash U_1^* : \ast$ by IH
  $\Delta^* \vdash U_2^* : \ast$ by IH
  $\Delta^* \vdash \top : U_1^*$ by rule S-TopRefl
  $\Delta^* \vdash \top : U_1^*$ by Lemma 5.3.4 (x Fresh)
  $\Delta^* \vdash \Pi X \leq \top : U_1^*, U_2^*: \ast$ by rule S-Prop
  $\Delta^* \vdash (U_1 \rightarrow U_2)^*: \ast$ by definition of $T^*$

- Case $\vdash \Delta$ $\vdash \Delta^*$ $\Delta \vdash \forall X \leq U_1, U_2$ $\Delta \vdash \forall X \leq U_1, U_2$:

  $\Delta^* \vdash U_1^* : \ast$ by IH
  $(\Delta, X \leq U_1)^* \vdash U_2^* : \ast$ by IH
  $\Delta^*, X \leq U_1^* : \ast \vdash U_2^*: \ast$ by definition of $\Delta^*$
  $\Delta^* \vdash \Pi X \leq U_1^* : \ast, U_2^*: \ast$ by rule S-Prop
  $\Delta^* \vdash (\forall X \leq U_1, U_2)^*: \ast$ by definition of $T^*$

- Case $\vdash \emptyset$:

  Trivial.
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Proof. By induction on the derivation of $\Delta \vdash T_1 \leq T_2$:

- **Case**: $\Delta \vdash U$
  \[
  \begin{align*}
  \Delta & \vdash U & \text{by IH} \\
  \Delta^* & \vdash U^* : \star & \text{by Lemma A.2.2} \\
  \Delta^* & \vdash U^* \leq T : \star & \text{by rule S-Top} \\
  \Delta^* & \vdash U^* \leq T^* : \star & \text{by definition of $T^*$} \\
  \Delta & \vdash X & \text{by IH} \\
  \Delta^* & \vdash X^* : \star & \text{by Lemma A.2.2} \\
  \Delta^* & \vdash X^* \leq X^* : \star & \text{i.e.} \\
  \Delta & \vdash X \leq X & \text{by definition of $\Delta^*$} \\
  \Delta & \vdash U_1 \in U & \Delta & \vdash U_1 \leq U_2 \\
  X & \leq U_1^* : \star & \in \Delta^* & \text{by definition of $\Delta^*$} \\
  \Delta^* & \vdash U_1^* \leq U_2^* : \star & \text{by IH} \\
  \Delta^* & \vdash X \leq U_2^* : \star & \text{by rule S-VarTrans} \\
  \Delta^* & \vdash X \leq U_2^* : \star & \text{i.e.} \\
  \Delta & \vdash T_1 \leq U_1 & \Delta & \vdash T_2 \leq U_2 \\
  \Delta & \vdash U_1 \rightarrow U_2 & \leq T_1 \rightarrow T_2 \\
  \Delta^* & \vdash T_1^* \leq U_1^* : \star & \text{by IH} \\
  \Delta^* & \vdash U_1^* : \star & \text{by Lemma 5.3.1} \\
  \Delta^* & \vdash T_1^* : \star & \text{by Lemma 5.3.1} \\
  \Delta^* & \vdash T : T_1^* & \text{by rule S-Top} \\
  \Delta^* & \vdash U_2^* \leq T_2^* : \star & \text{by IH} \\
  \Delta^* & \vdash x \leq T : T_1^* \vdash U_2^* \leq T_2^* : \star & \text{by Lemma 5.3.4 ($x$ Fresh)} \\
  \Delta^* & \vdash T : U_1^* & \text{by rule S-Top} \\
  \Delta^* & \vdash U_2^* : \star & \text{by Lemma 5.3.1} \\
  \Delta^* & \vdash x \leq T : U_1^* \vdash U_2^* : \star & \text{by Lemma 5.3.4} \\
  \Delta^* & \vdash (\Pi x \leq T : U_1^* \cdot U_2^*) \leq (\Pi x \leq T : T_1^* \cdot T_2^*) : \star & \text{by rule S-Prod} \\
  \Delta^* & \vdash (U_1 \rightarrow U_2)^* \leq (T_1 \rightarrow T_2)^* : \star & \text{by definition of $T^*$}
  \end{align*}
\]

□

**Lemma A.2.3** (Subtyping). If $\Delta \vdash T_1 \leq T_2$, then $\Delta^* \vdash T_1^* \leq T_2^* : \star$.

Proof. By induction on the derivation of $\Delta \vdash T_1 \leq T_2$:
Proof. By induction on the derivation of $\Delta \vdash t : T$:

- Case $\Delta, X \leq U \vdash T_1 \leq T_2$
  $\Delta \vdash \forall X \leq U, T_1 \leq \forall X \leq U, T_2$

  $(\Delta, X \leq U)^* \vdash T_1^* \leq T_2^* : *$
  by IH

  $\Delta^*, X \leq U^*: * \vdash T_2^*: *$
  by definition of $\Delta^*$

  $\vdash \Delta^*, X \leq U^*: *$
  by regularity

  $\Delta^* \vdash U^*: *$
  by inversion of rule W-Cons

  $\vdash \Delta^*$
  by regularity

  $\Delta^* \vdash ^*: *$
  by rule S-Ax

  $\Delta^* \vdash (\Pi \leq X \leq U : T) : \Pi \leq \forall X \leq U, T_2^*: *$
  by rule S-Prop

  $\Delta^* \vdash (\forall X \leq U, T_1)^* \leq (\forall X \leq U, T_2)^*: *$
  by definition of $T^*$

\Box

Lemma A.2.4 (Typing). If $\Delta \vdash t : T$, then $\Delta^* \vdash t^* : T^*$.

Proof. By induction on the derivation of $\Delta \vdash t : T$:

- Case $\vdash \Delta x : U \in \Delta$
  $\Delta \vdash x : U$

  $x \leq T : U^* \in \Delta^*$
  by definition of $\Delta^*$

  $\Delta^* \vdash x^* : U^*$
  by rule S-VarRefL

- Case $\Delta \vdash \lambda x : T_1 \vdash t : T_2$

  $(\Delta, x : T_1)^* \vdash t^* : T_2^*$
  by IH

  $\Delta^*, x \leq \top : T_1^* \vdash t^* : T_2^*$
  by definition of $\Delta^*$

  $\vdash \Delta^*, x \leq \top : T_1^*$
  by regularity

  $\Delta^* \vdash \top : T_1^*$
  by inversion of rule W-Cons

  $\Delta^* \vdash \top : T_1^*$
  by inversion of rule W-Cons

  $\Delta^* \vdash (\forall x \leq \top : T_1^*, t^*) : \Pi x \leq \top : T_1^*, T_2^*$
  by rule S-Ans

  $\Delta^* \vdash (\lambda x : T_1, t)^* : (T_1 \rightarrow T_2)^*$
  by definition of $T^*$ and $t^*$

- Case $\Delta \vdash t_1 : U_1 \rightarrow U_2 \vdash t_2 : U_1$

  $\Delta \vdash t_1, t_2 : U_2$

  $\Delta^* \vdash t_1^* : (U_1 \rightarrow U_2)^*$
  by IH

  $\Delta^* \vdash t_1^* \Pi x \leq \top : U_1^*, U_2^*$
  by definition of $T^*$

  $\Delta^* \vdash t_2^* : U_1^*$
  by IH

  $\Delta^* \vdash t_2^* \leq \top : U_1^*$
  by rule S-Top

  $\Delta^* \vdash t_1^* t_2^* : U_2^*[x \hookrightarrow t_2^*]$ by rule S-Arp

  $U_2^*[x \hookrightarrow t_2^*] = U_2^*$
  $x$ Fresh

  $\Delta^* \vdash (t_1, t_2)^* : U_2^*$
  by definition of $t^*$

- Case $\Delta \vdash \Lambda X \leq T_1, t : \forall X \leq T_1, T_2$

  $\Delta \vdash \Lambda X \leq T_1 \vdash t : T_2$

  $\Delta \vdash \Lambda X \leq T_1, t : \forall X \leq T_1, T_2$
\[(\Delta, X \leq T_1)^* \vdash t^* : T_2^* \]
\[\Delta^*, X \leq T_1^* : \ast \vdash t^*: T_2^* \]
\[\vdash \Delta^*, X \leq T_1^* : \ast \]
\[\Delta^*: \Delta \vdash t^* : T \]
\[\Delta^*: \Delta \vdash T : T \leq U \]

A.3 Soundness of Translation for Sig

**Lemma A.3.1** (Translation of Values). If \(\Delta \vdash V : T \rightsquigarrow e\), then \(e\) is a value.

**Proof.** Trivial by induction on the derivation of \(\Delta \vdash V : T \rightsquigarrow e\).

**Lemma A.3.2** (Context Well-formedness). If \(\Delta \vdash E : T \rightsquigarrow e\), then \(\Delta \rightsquigarrow \Gamma\).

**Proof.** Trivial by induction on the derivation of \(\Delta \vdash E : T \rightsquigarrow e\).

**Lemma A.3.3** (Weakening). If \(\Delta_1, \Delta_3 \vdash E : T \rightsquigarrow e\) and \(\Delta_1, \Delta_2, \Delta_3 \rightsquigarrow \Gamma\), then \(\Delta_1, \Delta_2, \Delta_3 \vdash E : T \rightsquigarrow e\).

**Proof.** Trivial by induction on the derivation of \(\Delta_1, \Delta_3 \vdash E : T \rightsquigarrow e\).

**Lemma A.3.4** (Uniqueness). If \(\Delta \vdash E : T_1 \rightsquigarrow e_1\) and \(\Delta \vdash E : T_2 \rightsquigarrow e_2\), then \(T_1 = T_2\) and \(e_1 = e_2\).

**Proof.** Trivial by induction on the derivation of \(\Delta \vdash E : T_1 \rightsquigarrow e_1\).

**Definition A.3.1** (Projection-Only Terms). We call \(E \cdot x. L\)-only-projection if \(x\) and \(L\) are free variables in \(E\) and \(x \notin \text{FV}(E[x. L \mapsto y])\) for any fresh variable \(y \neq x\). Similarly, bindings \(\Delta\), \(M\) and \(S\) are \(x. L\)-only-projection if they only contain \(x. L\)-only-projection terms.

**Lemma A.3.5** (Value Projection Substitution). If \(V_1\) is a value and \(V_2\) is a value, then \(V_1[x. L \mapsto V_2]\) is still a value.
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Proof. Trivial by induction on the form of \( V_1 \).

Lemma A.3.6 (Projection Substitution). Assume \( T' = \text{trait} \{ \text{type} \ L_1 : T_3; S_1 \} \).

(1) If \( \Delta_1, z = (z_1, z_2) : T', \Delta_2 \vdash E : T \rightsquigarrow e \) and \( \Delta_1 \vdash V_2 : T_3 \rightsquigarrow v \), where \( E \) and \( \Delta_2 \) are \( z.\text{L}_1 \)-only-projection, then \( \Delta_1, \Delta_2[z.L_1 \mapsto V_2] \vdash E[z.L_1 \mapsto V_2] : T'[z.L_1 \mapsto V_2] \rightsquigarrow e[z_1 \mapsto v] \).

(2) If \( \Delta_1, z = (z_1, z_2) : T', \Delta_2 \vdash \Gamma_1, z_1 : A, z_2 : B, \Gamma_2 \) and \( \Delta_1 \vdash V_2 : T_3 \rightsquigarrow v \), where \( \Delta_2 \) is \( z.\text{L}_1 \)-only-projection, then \( \Delta_1, \Delta_2[z.L_1 \mapsto V_2] \vdash \Gamma_1, \Gamma_2[z_1 \mapsto v] \).

(3) If \( \Delta_1, z = (z_1, z_2) : T', \Delta_2 \vdash M : S \rightsquigarrow e \) and \( \Delta_1 \vdash V_2 : T_3 \rightsquigarrow v \), where \( M \) and \( \Delta_2 \) are \( z.\text{L}_1 \)-only-projection, then \( \Delta_1, \Delta_2[z.L_1 \mapsto V_2] \vdash M[z.L_1 \mapsto V_2] : S[z.L_1 \mapsto V_2] \rightsquigarrow e[z_1 \mapsto v] \).

(4) If \( \Delta_1, z = (z_1, z_2) : T', \Delta_2 \vdash S \rightsquigarrow e \) and \( \Delta_1 \vdash V_2 : T_1 \rightsquigarrow v \), where \( S \) and \( \Delta_2 \) are \( z.\text{L}_1 \)-only-projection, then \( \Delta_1, \Delta_2[z.L_1 \mapsto V_2] \vdash S[z.L_1 \mapsto V_2] \rightsquigarrow e[z_1 \mapsto v] \).

Proof. By mutual induction on the derivation of translation. The cases for (2,3,4) are trivial. We only show proof cases for (1). For source meta-variables, we use \( E^* \) to denote \( E[z.L_1 \mapsto V_2] \), \( \Delta^* \) to denote \( \Delta[z.L_1 \mapsto V_2] \), etc. For target meta-variables, we use \( e^* \) to denote \( e[z_1 \mapsto v] \).

- Case TR-Ax: Noting that Type* = Type, trivial by IH.

- Case TR-VAR, TR-VARM: If \( x = z \), then \( x \) is not \( z.\text{L}_1 \)-only-projection. Thus \( x* = x \), the conclusion is trivial by IH.

- Case TR-Pt:

  \( T_i^* \) is not a trait by definition since \( V \) cannot be a trait

  \( T_1, T_2, (\Delta_2, x : T_2) \) are \( z.\text{L}_1 \)-only-projection by definition

  \( \Delta_1, \Delta_2 \vdash T_1^* : \text{Type} \rightsquigarrow A_1^* \) by IH

  \( \Delta_1, \Delta_2, x : T_1^* \mapsto T_2^* : \text{Type} \rightsquigarrow A_2^* \) by IH

  \( \Delta_1, \Delta_2 \vdash (x : T_1^*) \mapsto T_2^* : \text{Type} \rightsquigarrow \Pi x : A_1^* \cdot A_2^* \) by TR-Pt

- Case TR-PtM:

  \( T_i^* = \text{trait} \{ \text{type} \ L : T^* ; S^* \} \) by definition

  \( T_1, T_2, (\Delta_2, x = (x_1, x_2) : T_1) \) are \( z.\text{L}_1 \)-only-projection by definition

  \( \Delta_1, \Delta_2 \vdash T_1^* : \text{Type} \rightsquigarrow (\Sigma x_1 : A \cdot B)^* \) by IH

  \( \Delta_1, \Delta_2, x = (x_1, x_2) : T_1^* \mapsto T_2^* : \text{Type} \rightsquigarrow C^* \) by IH

  \( \Delta_1, \Delta_2 \vdash (x : T_1^*) \mapsto T_2^* : \text{Type} \rightsquigarrow \Pi y : (\Sigma x_3 : A \cdot B)^* \cdot (\lambda x_2 : A^* \cdot C^*) \) by TR-PtM

- Case TR-Arr:

  \( T_i^* \) is not a trait by definition

  \( E_1, E_2 \) are \( z.\text{L}_1 \)-only-projection by definition

  \( \Delta_1, \Delta_2 \vdash E_1^* : T_1^* \mapsto T_2^* \rightsquigarrow e_1^* \) by IH

  \( \Delta_1, \Delta_2 \vdash E_2^* : T_1^* \mapsto e_2^* \) by IH

  \( \Delta_1, \Delta_2 \vdash E_1^* \mapsto E_2^* : T_2^* \rightsquigarrow e_1^* \mapsto e_2^* \) by TR-Arr

  \( \Delta_1, \Delta_2 \vdash (E_1 \mapsto E_2)^* : T_2^* \rightsquigarrow (e_1 \mapsto e_2)^* \) by definition

- Case TR-ArrV:

  \( T_i^* \) is not a trait by definition

  \( E, V \) are \( z.\text{L}_1 \)-only-projection by definition

  \( V^* \) is a value by value substitution

  \( \Delta_1, \Delta_2 \vdash E^* : (x : T_1^*) \mapsto T_2^* \rightsquigarrow e_1^* \) by IH

  \( \Delta_1, \Delta_2 \vdash V^* : T_1^* \mapsto e_2^* \) by IH

  \( \Delta_1, \Delta_2 \vdash E^* \mapsto V^* : T_2^*[x \mapsto V^*] \rightsquigarrow e_1^* \mapsto e_2^* \) by TR-ArrV

  \( \Delta_1, \Delta_2 \vdash (E \mapsto V)^* : (T_2[x \mapsto V])^* \rightsquigarrow (e_1 \mapsto e_2)^* \) by definition
• Case TR-AppX: \( z = y \) is impossible similarly to case TR-VarM. When \( z \neq y, y^* = y \).

\begin{align*}
T_1^* = \text{trait } \{ \text{type } L : T^*; S^* \} & \quad \text{by definition} \\
E & \text{is } z, L_1\text{-only-projection} \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash E^* : (x : T_1^*) \rightarrow T_2^* \leadsto e^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash y : T_1^* \leadsto (y_1, y_2 \text{ as } \Sigma x_1 : A. B)^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash E^* \ y : T_2^* [x \mapsto y] \leadsto \text{cast}_2^x (e^* (y_1, y_2 \text{ as } \Sigma x_1 : A. B)^*) & \quad \text{by TR-AppX} \\
\Delta_1, \Delta_2^* \vdash (E \ y) : \ (T_2 [x \mapsto y])^* \leadsto (\text{cast}_2^x (e (y_1, y_2 \text{ as } \Sigma x_1 : A. B)))^* & \quad \text{by definition} \\
\end{align*}

• Case TR-AppM:

\begin{align*}
T_1^* = \text{trait } \{ \text{type } L : T^*; S^* \} & \quad \text{by definition} \\
V_1^* = \text{obj } \{ \text{type } L = V^*; M^* \} & \text{as } T_1^* \quad \text{by definition} \\
E, V_1 & \text{are } z, L_1\text{-only-projection} \quad \text{by definition} \\
V_1^* & \text{is a value} \quad \text{by value subst.} \\
\Delta_1, \Delta_2^* \vdash V_1^* : T_1^* \leadsto (e_1, e_2 \text{ as } \Sigma x_1 : A. B)^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash E^* \ V_1^* : T_2^* [x \mapsto V] \leadsto \text{cast}_2^x (e^* (e_1, e_2 \text{ as } \Sigma x_1 : A. B)^*) & \quad \text{by TR-AppM} \\
\Delta_1, \Delta_2^* \vdash (E \ V_1^*) : \ (T_2 [x \mapsto V])^* \leadsto (\text{cast}_2^x (e (e_1, e_2 \text{ as } \Sigma x_1 : A. B)))^* & \quad \text{by definition} \\
\end{align*}

• Case TR-LAM:

\begin{align*}
T_1^* & \text{is not a trait} \quad \text{by definition} \\
T_1, E, (\Delta_2, x : T_1) & \text{are } z, L_1\text{-only-projection} \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash T_1^* : \text{Type} \leadsto A^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash x : T_1^* \vdash E^* : T_2^* \leadsto e^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash \lambda (x : T_1^*) \Rightarrow E^* : (x : T_1^*) \rightarrow T_2^* \leadsto \lambda x : A^*. e^* & \quad \text{by TR-LAM} \\
\Delta_1, \Delta_2^* \vdash (\lambda (x : T_1) \Rightarrow E)^* : ((x : T_1) \rightarrow T_2)^* \leadsto (\lambda x : A. e)^* & \quad \text{by definition} \\
\end{align*}

• Case TR-LAMM:

\begin{align*}
T_1^* = \text{trait } \{ \text{type } L : T^*; S^* \} & \quad \text{by definition} \\
T_1, E, (\Delta_2, x : T_1) & \text{are } z, L_1\text{-only-projection} \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash T_1^* : \text{Type} \leadsto (\Sigma x_1 : A. B)^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash x = \langle x_1, x_2 \rangle : T_1^* \vdash E^* : T_2^* \leadsto e^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash \lambda (x : T_1^*) \Rightarrow E^* : (x : T_1^*) \rightarrow T_2^* \leadsto e_1 & \quad \text{by TR-LAMM} \\
\text{where } e_1 = \lambda y : (\Sigma x_1 : A. B). \text{open } y \text{ as } \langle x_1, x_2 \rangle \text{ in } e^* & \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash (\lambda (x : T_1) \Rightarrow E)^* : ((x : T_1) \rightarrow T_2)^* \leadsto e_2^* & \quad \text{by definition} \\
\text{where } e_2 = \lambda y : (\Sigma x_1 : A. B). \text{open } y \text{ as } \langle x_1, x_2 \rangle \text{ in } e & \quad \text{by definition} \\
\end{align*}

• Case TR-Mod:

\begin{align*}
T^* & \text{is not a trait} \quad \text{by definition} \\
T_1^* = \text{trait } \{ \text{type } L : T^*; S^* \} & \quad \text{by definition} \\
V, M, T_1 & \text{are } z, L_1\text{-only-projection} \quad \text{by definition} \\
M^*[L \mapsto V^*] & \text{is } z, L_1\text{-only-projection} \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash V^* : T^* \leadsto e_1^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash M^*[L \mapsto V^*] : S^*[L \mapsto V^*] \leadsto e_2^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash T_1^* : \text{Type} \leadsto (\Sigma x_1 : A^*. B)^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash \text{obj } \{ \text{type } L = V^*; M^* \} & \text{as } T_1^* \vdash T_1^* \leadsto (e_1^*, e_2^* \text{ as } \Sigma x_1 : A^*. B^*) & \quad \text{by TR-Mod} \\
\Delta_1, \Delta_2^* \vdash \text{obj } \{ \text{type } L = V; M \} & \text{as } T_1^* \vdash T_1^* \leadsto (e_1, e_2 \text{ as } \Sigma x_1 : A. B)^* & \quad \text{by definition} \\
\end{align*}

• Case TR-Stg:

\begin{align*}
T^* & \text{is not a trait} \quad \text{by definition} \\
T, S, (\Delta_2, L : T) & \text{are } z, L_1\text{-only-projection} \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash T^* : \text{Type} \leadsto A^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash L : T^* \vdash S^* \leadsto B^* & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash \text{trait } \{ \text{type } L : T^*; S^* \} : \text{Type} \leadsto (\Sigma x_1 : A. B[L \mapsto x_1]) & \quad \text{by TR-Stg} \\
\Delta_1, \Delta_2^* \vdash (\text{trait } \{ \text{type } L : T; S \})^* : \text{Type} \leadsto (\Sigma x_1 : A. B[L \mapsto x_1])^* & \quad \text{by definition} \\
\end{align*}

• Case TR-ProjT:
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- Case \( x = z \): we have \( L = L_1 \), otherwise \( x.L \) is not \( z.L_1 \)-only-projection. Thus, \( x.L = z.L_1 \) and \((x.L)^* = V_2\).

\[
\begin{align*}
\Delta_1, z = (z_1, z_2) : T', \Delta_2 \vdash z.L_1 : T_3 \leadsto z_1 & \quad \text{by TR-ProjT} \\
\Delta_1, z = (z_1, z_2) : T', \Delta_2 \vdash x.L : T \leadsto x_1 & \quad \text{by condition} \\
T_3 = T, z_1 = x_1 & \quad \text{by uniqueness} \\
x_1^* = v & \quad \text{by equality} \\
T_3 = T_3^* & \quad \text{by } v \notin \text{FV}(T_3) \\
\Delta_1 \vdash V_2 : T_3^* \leadsto v & \quad \text{by equality} \\
\Delta_1, \Delta_2^* \vdash V_2 : T_3^* \leadsto v & \quad \text{by weakening} \\
\Delta_1, \Delta_2^* \vdash (x.L)^* : T^* \leadsto x_1^* & \quad \text{by equality}
\end{align*}
\]

- Case \( x \neq z \): we have \((x.L)^* = x.L\).

\[
\begin{align*}
T_1^* = \text{trait } \{\text{type } L : T^*; S^*\} & \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash x : T_1^* \leadsto (x_1, x_2 \text{ as } \Sigma x_1 : A^*; B^*) & \quad \text{by IH} \\
\Delta_1, \Delta_2^* \vdash x.L : T^* \leadsto x_1 & \quad \text{by TR-ProjT} \\
\Delta_1, \Delta_2^* \vdash (x.L)^* : T^* \leadsto x_1^* & \quad \text{by } x^* = x
\end{align*}
\]

- Case TR-Ax: Note that \( x \neq z \) otherwise \( x.l \) is not \( z.L_1 \)-only-projection. Thus \((x.l)^* = x.l\).

\[
\begin{align*}
T_1^* = \text{trait } \{\text{type } L : T^*; S^*\} & \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash x : T_1^* \leadsto (x_1, x_2 \text{ as } \Sigma x_1 : A^*; B^*) & \quad \text{by IH} \\
\text{val } l : T_2^* \in S^* & \quad \text{by definition} \\
\Delta_1, \Delta_2^* \vdash x.l : T_2^*[L \mapsto x.L] \leadsto x_2.l & \quad \text{by TR-Proj} \\
\Delta_1, \Delta_2^* \vdash (x.l)^* : (T_2[L \mapsto x.L])^* \leadsto (x_2,l)^* & \quad \text{by } x^* = x
\end{align*}
\]

Definition A.3.2 (Non-projection Terms). We call \( E \) \( x \)-non-projection if it does not contain any projection form of \( x \) (i.e. \( x.L \) or \( x.l \) where \( x \) occurs free in \( E \)). Similarly, bindings \( \Delta, M \) and \( S \) are \( x \)-non-projection if they only contain \( x \)-non-projection terms.

Lemma A.3.7 (Value Substitution). If \( V_1 \) is a \( x \)-non-projection value and \( V_2 \) is a value, then \( V_1[x \mapsto V_2] \) is still a value.

Proof. Trivial by induction on the form of \( V_1 \).

Lemma A.3.8 (Typing Substitution).

(1) If \( \Delta_1, z : T_1, \Delta_2 \vdash E : T \leadsto e \) and \( \Delta_1 \vdash V_2 : T_1 \leadsto v \), where \( E \) and \( \Delta_2 \) are \( z \)-non-projection, then \( \Delta_1, \Delta_2[z \mapsto V_2] \vdash E[z \mapsto V_2] : T[z \mapsto V_2] \leadsto e[z \mapsto v] \).

(2) If \( \vdash \Delta_1, z : T_1, \Delta_2 \leadsto \Gamma_1, z : A, \Delta_1 \vdash V_2 : T_1 \leadsto v \), where \( \Delta_2 \) is \( z \)-non-projection, then \( \vdash \Delta_1, \Delta_2[z \mapsto V_2] \leadsto \Gamma_1, \Delta_1[z \mapsto v] \).

(3) If \( \Delta_1, z : T_1, \Delta_2 \vdash M : S \leadsto e \) and \( \Delta_1 \vdash V_2 : T_1 \leadsto v \), where \( M \) and \( \Delta_2 \) are \( z \)-non-projection, then \( \Delta_1, \Delta_2[z \mapsto V_2] \vdash M[z \mapsto V_2] : S[z \mapsto V_2] \leadsto e[z \mapsto v] \).

(4) If \( \Delta_1, z : T_1, \Delta_2 \vdash S \leadsto e \) and \( \Delta_1 \vdash V_2 : T_1 \leadsto v \), where \( S \) and \( \Delta_2 \) are \( z \)-non-projection, then \( \Delta_1, \Delta_2[z \mapsto V_2] \vdash S[z \mapsto V_2] \leadsto e[z \mapsto v] \).

Proof. By mutual induction on the derivation of translation. The cases for (2,3,4) are trivial. We only show proof cases for (1). For source meta-variables, we use \( E^* \) to denote \( E[z \mapsto V_2] \), \( \Delta^* \) to denote \( \Delta[z \mapsto V_2] \), etc. For target meta-variables, we use \( e^* \) to denote \( e[z \mapsto v] \).

- Case TR-Ax: Trivial by IH.
• Case TR-Var: Suppose $E = x$,
  - Case $z = x$: Immediate by $x \not\in \text{FV}(T)$ and weakening.
  - Case $z \neq x$: We have $x^* = x$ and $x : T \in \Delta_1, z : T_1, \Delta_2$. If $x : T \in \Delta_1$, then $z \not\in \text{dom}(\Delta_1)$ and $x \not\in \text{FV}(T)$. Thus, $T^* = T$. The conclusion holds immediately by weakening. Otherwise, $x : T \in \Delta_2$ and $x : T^* \in \Delta_2^2$. Note that $\Delta_2$ is $z$-non-projection, then $\vdash \Delta_1, \Delta^2_2 \leadsto \Gamma$. Thus, the conclusion holds by TR-Var.

• Case TR-VarM: Suppose $E = y$,
  - Case $z = x$: Impossible, $x : T_1 \in \Delta$ and $x = (x_1, x_2) : T_1 \in \Delta$ are mismatched.
  - Case $z \neq x$: We have $x^* = y$ and $x = (x_1, x_2) : T \in \Delta_1, z : T_1, \Delta_2$. If $x = (x_1, x_2) : T \in \Delta_1$, then $z \not\in \text{FV}(\Delta_1)$ and $z \not\in \text{FV}(T)$. Thus, $T^* = T$. The conclusion holds immediately by weakening. Otherwise, $x = (x_1, x_2) : T \in \Delta_2$ and $x = (x_1, x_2) : T^* \in \Delta_2^2$. By IH, we have $\vdash \Delta_1, \Delta^2_2 \leadsto \Gamma_1, \Gamma^2_2$.

By inversion of TRW-Mon, we have $\Delta_1, \Delta^2_2 \vdash T^* : \text{Type} \leadsto (\Sigma x_1 : A. B)^*$. The conclusion holds by TR-VarM.

• Case TR-Pi:

$T_1^*$ is not a trait by definition

$T_1, T_2, (\Delta_2, x : T_2)$ are $z$-non-projection by definition

$\Delta_1, \Delta^2_2 \vdash T^* : \text{Type} \leadsto A^*_1$ by IH

$\Delta_1, \Delta^2_2, x : T_1^* \vdash T^*_2 : \text{Type} \leadsto A^*_2$ by IH

$\Delta_1, \Delta^2_2 \vdash (x : T_1^*) \rightarrow T^*_2 : \text{Type} \leadsto \Pi x : A^*_1. A^*_2$ by TR-Pi

$\Delta_1, \Delta^2_2 \vdash ((x : T_1) \rightarrow T_2)^* : \text{Type} \leadsto (\Pi x : A^*_1. A^*_2)^*$ by definition

• Case TR-PiM:

$T_1^* = \text{trait} \{ \text{type } L : T^* ; S^* \}$ by definition

$T_1, T_2, (\Delta_2, x \in \{x_1, x_2\} : T_1)$ are $z$-non-projection by definition

$\Delta_1, \Delta^2_2 \vdash T^* : \text{Type} \leadsto (\Sigma x_1 : A. B)^*$ by IH

$\Delta_1, \Delta^2_2, x \in \{x_1, x_2\} : T_1^* \vdash T^*_2 : \text{Type} \leadsto C^*$ by IH

$\Delta_1, \Delta^2_2 \vdash (x : T_1^*) \rightarrow T^*_2 : \text{Type} \leadsto \Pi y : (\Sigma x_1 : A. B)^*. (\lambda x_1 : A^*. C^*) \langle y, 1 \rangle$ by TR-PiM

$\Delta_1, \Delta^2_2 \vdash ((x : T_1) \rightarrow T_2)^* : \text{Type} \leadsto (\Pi y : (\Sigma x_1 : A. B). (\lambda x_1 : A. C) \langle y, 1 \rangle)^*$ by definition

• Case TR-App:

$T_1^*$ is not a trait by definition

$E_1, E_2$ are $z$-non-projection by definition

$\Delta_1, \Delta^2_2 \vdash E_1^* : T_1^* \rightarrow T^*_2 \leadsto e^*_1$ by IH

$\Delta_1, \Delta^2_2 \vdash E_2^* : T^*_1 \leadsto e^*_2$ by IH

$\Delta_1, \Delta^2_2 \vdash E_1^* E_2^* : T^*_2 \leadsto e^*_1 e^*_2$ by TR-App

$\Delta_1, \Delta^2_2 \vdash (E_1 E_2)^* : T^*_2 \leadsto (e^*_1 e^*_2)^*$ by definition

• Case TR-AppV:

$T_1^*$ is not a trait by definition

$E, V$ are $z$-non-projection by definition

$V^*$ is a value by value substitution

$\Delta_1, \Delta^2_2 \vdash E^* : (x : T_1^*) \rightarrow T^*_2 \leadsto e^*_1$ by IH

$\Delta_1, \Delta^2_2 \vdash V^* : T^*_1 \leadsto e^*_2$ by IH

$\Delta_1, \Delta^2_2 \vdash E^* V^* : T^*_2 [x \mapsto V^*] \leadsto e^*_1 e^*_2$ by TR-AppV

$\Delta_1, \Delta^2_2 \vdash (E V)^* : (T_2[x \mapsto V])^* \leadsto (e^*_1 e^*_2)^*$ by definition

• Case TR-AppX: $z = y$ is impossible similarly to case TR-VarM. When $z \neq y$, $y^* = y$.

$T_1^* = \text{trait} \{ \text{type } L : T^* ; S^* \}$ by definition

$E$ is $z$-non-projection by definition

$\Delta_1, \Delta^2_2 \vdash E^* : (x : T_1^*) \rightarrow T^*_2 \leadsto e^*$ by IH

$\Delta_1, \Delta^2_2 \vdash y : T^*_1 \leadsto (y_1, y_2$ as $\Sigma x_1 : A. B)^*$ by IH

$\Delta_1, \Delta^2_2 \vdash E^* y : T^*_2 [x \mapsto y] \leadsto \text{cast}^2_1(e^* (y_1, y_2$ as $\Sigma x_1 : A. B)^*)$ by TR-AppX

$\Delta_1, \Delta^2_2 \vdash (E y)^* : (T_2[x \mapsto y])^* \leadsto (\text{cast}^2_1(e (y_1, y_2$ as $\Sigma x_1 : A. B)))^*$ by definition
A.3. Soundness of Translation for Sig

- Case TR-AppM:

  \[ T_1^* = \text{trait} \{ \text{type } L : T^*; S^* \} \]
  
  \[ \Delta_1, \Delta_2^* \vdash E^* : \langle x : T_1^* \rangle \rightarrow T_2^* \rightsquigarrow e^* \] by IH

- Case TR-Lam:

  \[ T_1^* = \text{trait} \{ \text{type } L : T^*; S^* \} \]
  
  \[ \Delta_1, \Delta_2^* \vdash \lambda (x : T_1^*) \Rightarrow E^* : \langle x : T_1^* \rangle \rightarrow T_2^* \rightsquigarrow \lambda x : A^* . e^* \] by TR-Lam

- Case TR-LamM:

  \[ T_1^* = \text{trait} \{ \text{type } L : T^*; S^* \} \]
  
  \[ \Delta_1, \Delta_2^* \vdash \lambda (x : T_1^*) \Rightarrow E^* : \langle x : T_1^* \rangle \rightarrow T_2^* \rightsquigarrow \lambda y : \Sigma x_1 : A . B^* . \text{open } y \text{ as } \langle x_1, x_2 \rangle \text{ in } e^* \] by IH

- Case TR-Var:

  \[ T^* \text{ is not a trait} \]
  
  \[ \Delta_1, \Delta_2^* \vdash \text{obj} \{ \text{type } L = V^*; M^* \} \text{ as } T^*_1 : T^*_1 \rightsquigarrow \langle e_1^*, e_2^* \rangle \text{ as } \Sigma x_1 : A^* . B^* \] by IH

- Case TR-Stg:

  \[ T^* \text{ is not a trait} \]
  
  \[ \Delta_1, \Delta_2^* \vdash \text{trait} \{ \text{type } L : T^*; S^* \} \text{ as } T^*_1 : T^*_1 \rightsquigarrow \langle e_1^*, e_2^* \rangle \text{ as } \Sigma x_1 : A . B^* \] by IH

- Case TR-AppT: Note that \( x \neq z \) otherwise \( x . L \) is not \( x \)-non-projection. Thus \( z^* = x \).

  \[ T_1^* = \text{trait} \{ \text{type } L : T^*; S^* \} \]
  
  \[ \Delta_1, \Delta_2^* \vdash \lambda (x : T_1^*) \Rightarrow \langle x_1, x_2 \rangle \text{ as } \Sigma x_1 : A^* . B^* \] by IH

- Case TR-App: Note that \( x \neq z \) otherwise \( x . L \) is not \( x \)-non-projection. Thus \( z^* = x \).
Appendix A. Manual Proofs

\[ T_1^* = \text{trait } \{ \text{type } L : T^* ; S^* \} \]

by definition

\[ \Delta_1, \Delta_2 \vdash x : T_1^* \rightsquigarrow (x_1, x_2) \text{ as } \Sigma x_1 : A^* . B^* \]  

by IH

\[ \text{val : } T_2^* \in S^* \]  

by definition

\[ \Delta_1, \Delta_2 \vdash x . l : T_2^* [L \mapsto x . L] \rightsquigarrow x_2 . l \]  

by TR-Proj

\[ \Delta_1, \Delta_2 \vdash (x . l)^* : (T_2 [L \mapsto x . L])^* \rightsquigarrow (x_2 . l)^* \]  

by \( x^* = x \)

\[ \square \]

Lemma A.3.9 (Correctness of Types). If \( \Delta \vdash E : T \rightsquigarrow e \), then exists \( A \) such that \( \Delta \vdash T : Type \rightsquigarrow A \).

Proof. By induction on the derivation of \( \Delta \vdash E : T \rightsquigarrow e \). Most cases are trivial by induction hypothesis. We only show interesting cases where the conclusion type \( T \) involves substitution.

1. Case TR-AppV:
   \[ T_2 \text{ is } x \text{-non-projection} \]
   \[ \Delta, x : T_1 \vdash T_2 : Type \rightsquigarrow A_2 \]
   \[ \Delta \vdash V : T_1 \rightsquigarrow e_2 \]
   \[ e_2 \text{ is a value} \]
   \[ \Delta \vdash T_2 [x \mapsto V] : Type \rightsquigarrow A_2 [x \mapsto e_2] \]
   by substitution

2. Case TR-AppX:
   \[ T_2 \text{ is } x . L \text{-only-projection} \]
   \[ \Delta \vdash y . L : T \rightsquigarrow y_1 \]
   \[ \Delta \vdash T_2 [x . L \mapsto y . L] : Type \rightsquigarrow C [x_1 \mapsto y_1] \]
   by projection substitution

3. Case TR-AppM:
   \[ T_2 \text{ is } x . L \text{-only-projection} \]
   \[ \Delta \vdash V : T \rightsquigarrow e_1 \]
   \[ e_1 \text{ is a value} \]
   \[ \Delta \vdash T_2 [x . L \mapsto V] : Type \rightsquigarrow C [x_1 \mapsto e_1] \]
   by projection substitution

4. Case TR-Proj:
   \[ T \text{ is not a trait} \]
   \[ \Delta, L : T \vdash T_2 : Type \rightsquigarrow A_2 \]
   \[ T_2 \text{ is } L \text{-non-projection} \]
   \[ \Delta \vdash x . L : T \rightsquigarrow x_1 \]
   \[ \Delta \vdash T_2 [L \mapsto x . L] : Type \rightsquigarrow A_2 [L \mapsto x_1] \]
   by substitution

\[ \square \]

Lemma A.3.10 (Soundness of Translation).

1. If \( \vdash \Delta \rightsquigarrow \Gamma \), then \( \vdash \Gamma \).

2. If \( \vdash \Delta \rightsquigarrow \Gamma \) and \( \Delta \vdash S \rightsquigarrow A \), then \( \Gamma \vdash A \).

3. Given \( \vdash \Delta \rightsquigarrow \Gamma \), if \( \Delta \vdash E : T \rightsquigarrow e \) and \( \Delta \vdash T : Type \rightsquigarrow A \), then \( \Gamma \vdash e : A \).

Proof. By simultaneous induction on the derivation of \( \Delta \vdash E : T \rightsquigarrow e \) and \( \Delta \rightsquigarrow \Gamma \) and \( \Delta \vdash M : S \rightsquigarrow e \). The cases in (1) and (2) are trivial. We only show the proofs regarding (3).
A.3. Soundness of Translation for Sig

• Case TR-Ax:
  \(\vdash \Gamma\) by IH
  \(\Gamma \vdash * : *\) by SP-Ax

• Case TR-Var:
  \(x : A \in \Gamma\) by TR-Cons
  \(\Delta \vdash T : \text{Type} \rightsquigarrow A\) by TR-Cons
  \(\vdash \Gamma\) by IH
  \(\Gamma \vdash x : A\) by SP-Var

• Case TR-VarM:
  \(x_1 : A, x_2 : B \in \Gamma\) by TR-Cons
  \(\Gamma \vdash x_1 : A\) by SP-Var
  \(\Gamma \vdash x_2 : B\) by SP-Var
  \(\Gamma, x_1 : A \vdash B : *\) by well-formedness of \(\Sigma x_1 : A. B\)
  \(\Gamma \vdash (x_1, x_2) : \Sigma x_1 : A. B\) by SP-Pair

• Case TR-Pt:
  \(\Gamma \vdash A_1 : *\) by IH
  \(\Gamma, x : A_1 \vdash A_2 : *\) by IH and TR-Cons
  \(\Gamma \vdash \Pi x : A_1, A_2 : *\) by SP-Prod

• Case TR-PtM:
  \(\Gamma \vdash \Sigma x_1 : A. B : *\) by IH
  \(\Gamma, x_1 : A, x_2 : B \vdash C : *\) by IH and TR-Cons
  \(x_2 \notin \text{FV}(C)\) by \(T^2\) is \(x, L\)-only-projection
  \(\Gamma \vdash \lambda x_1 : A. C : A \to *\) by IH and SP-Ans
  \(\Gamma, y : \Sigma x_1 : A. B \vdash y.1 : A\) by SP-Fst
  \(\Gamma, y : \Sigma x_1 : A. B \vdash (\lambda x_1 : A. C) (y.1) : A\) by SP-App
  \(\Gamma \vdash \Pi y : (\Sigma x_1 : A. B). (\lambda x_1 : A. C) (y.1) : *\) by SP-Prod

• Case TR-App:
  \(\Delta \vdash T_1 \to T_2 : \text{Type} \rightsquigarrow A_1 \to A_2\) by correctness of types
  \(\Delta \vdash T_1 : \text{Type} \rightsquigarrow A_1\) by inversion of TR-Pt
  \(\Delta \vdash T_2 : \text{Type} \rightsquigarrow A_2\) by inversion of TR-Pt
  \(\Gamma \vdash e_1 : A_1 \to A_2\) by IH
  \(\Gamma \vdash e_2 : A_1\) by IH
  \(\Gamma \vdash e_1 \cdot e_2 : A_2\) by SP-App

• Case TR-AppV:
  \(\Delta \vdash (x : T_1) \to T_2 : \text{Type} \rightsquigarrow \Pi x : A_1. A_2\) by correctness of types
  \(\Delta \vdash T_1 : \text{Type} \rightsquigarrow A_1\) by inversion of TR-Pt
  \(\Delta, x : T_1 \vdash T_2 : \text{Type} \rightsquigarrow A_2\) by inversion of TR-Pt
  \(\Gamma \vdash e_1 : \Pi x : A_1. A_2\) by IH
  \(\Gamma \vdash e_2 : A_1\) by IH
  \(e_2\) is a value by translation of values
  \(\Gamma \vdash e_1 \cdot e_2 : A_2[x \mapsto e_2]\) by SP-AppV

• Case TR-AppX:
Appendix A. Manual Proofs

\[ \Delta \vdash (x : T_1) \rightarrow T_2 : \text{Type} \leadsto A_1 \]

where \( A_1 = \Pi y : (\Sigma x_1 : A. B). (\lambda x_1 : A. C) (y.1) \)

\[ \Delta \vdash T_1 : \text{Type} \leadsto \Sigma x_1 : A. B \]

by correctness of types

\[ T_2 \text{ is } x.L\text{-only-projection} \]

by inversion of TR-PtM

\[ y = (y_1, y_2) : T_1 \in \Delta \]

by inversion of TR-VarM

\[ y_1 : A, y_2 : B \in \Gamma \]

by inversion of TRW-Mono

\[ \Delta \vdash y.L : T \leadsto y_1 \]

by TR-Prop

\[ \Delta, x = (x_1, x_2) : T_1 \vdash T_2 : \text{Type} \leadsto C \]

by inversion of TR-PtM

\[ \Delta \vdash T_2[x \rightarrow y] : \text{Type} \leadsto C[x_1 \rightarrow y_1] \]

by projection substitution

\[ \Delta \vdash T_2[x \rightarrow y] : \text{Type} \leadsto C[x_1 \rightarrow y_1] \]

by projection substitution

\[ \Delta \vdash x : \Sigma x_1 : A. B \]

by inversion of TR-PtM

\[ \Delta \vdash T_2[x \rightarrow y] : \text{Type} \leadsto C[x_1 \rightarrow y_1] \]

by projection substitution

\[ \Gamma \vdash e : (\Sigma x_1 : A. B). (\lambda x_1 : A. C) (y.1) \]

by IH

\[ \Gamma \vdash (y_1, y_2 \text{ as } \Sigma x_1 : A. B) : \Sigma x_1 : A. B \]

by IH

\[ \Gamma \vdash \text{cast}_2^1 (e (y_1, y_2 \text{ as } \Sigma x_1 : A. B)) : C[x_1 \rightarrow y_1] \]

by SP-CastDN and SP-AppV

**Case TR-AppM:**

\[ \Delta \vdash (x : T_1) \rightarrow T_2 : \text{Type} \leadsto A_1 \]

by correctness of types

\[ \Gamma \vdash A : \star \]

by IH

\[ \Gamma, x : A \vdash e : B \]

by IH

\[ \Delta \vdash (x : T_1) \rightarrow T_2 : \text{Type} \leadsto \Pi x : A. B \]

by TR-Π

\[ \Gamma \vdash \lambda x : A. e : \Pi x : A. B \]

by SP-Abs

**Case TR-LAM:**

\[ \Delta, x : T_1 \vdash T_2 : \text{Type} \leadsto B \]

by correctness of types

\[ \Gamma \vdash A : \star \]

by IH

\[ \Gamma, x : A \vdash e : B \]

by IH

\[ \Delta \vdash (x : T_1) \rightarrow T_2 : \text{Type} \leadsto \Pi x : A. B \]

by TR-Π

\[ \Gamma \vdash \lambda x : A. e : \Pi x : A. B \]

by SP-Abs

**Case TR-LAMM:**

\[ \Delta, x = (x_1, x_2) : T_1 \vdash T_2 : \text{Type} \leadsto C \]

by correctness of types

\[ \Gamma \vdash \Sigma x_1 : A. B : \star \]

by IH

\[ \Gamma, x_1 : A, x_2 : B \vdash e : C \]

by IH

\[ \Delta \vdash (x : T_1) \rightarrow T_2 : \text{Type} \leadsto A_1 \]

by TR-PtM

\[ \Delta \vdash (x : T_1) \rightarrow T_2 : \text{Type} \leadsto A_1 \]

by TR-PtM

\[ \Gamma, y : \Sigma x_1 : A. B \vdash \text{open } y \text{ as } (x_1, x_2) \text{ in } e : (\lambda x_1 : A. C) (y.1) \]

by SP-Open

\[ \Gamma \vdash \lambda y : (\Sigma x_1 : A. B). \text{open } y \text{ as } (x_1, x_2) \text{ in } e : A_1 \]

by SP-Abs

**Case TR-Mod:**

\[ \Delta \vdash T : \text{Type} \leadsto A \]

by inversion of TR-Stg

\[ \Delta, L : T \vdash S \leadsto B[x_1 \rightarrow L] \]

by inversion of TR-Stg

\[ S \text{ is } L\text{-non-projection} \]

by T is not a trait

\[ \Delta \vdash S[L \rightarrow V] \leadsto B[x_1 \rightarrow e_1] \]

by substitution

\[ \Gamma \vdash e_1 : A \]

by IH

\[ \Gamma \vdash e_2 : B[x_1 \rightarrow e_1] \]

by IH

\[ e_1 \text{ is a value} \]

by translation of values

\[ \Gamma \vdash (e_1, e_2 \text{ as } \Sigma x_1 : A. B) : \Sigma x_1 : A. B \]

by SP-Pair

**Case TR-Stg:**
A.3. Soundness of Translation for Sig

\[ \Gamma \vdash A : * \] by IH
\[ \Gamma, L : A \vdash B : * \] by IH
\[ \Gamma, x_1 : A \vdash B[L \mapsto x_1] : * \] by substitution
\[ \Gamma \vdash \Sigma x_1 : A. B[L \mapsto x_1] : * \] by SP-Sig

- **Case TR-Proj\(\text{T}\):**
  \[ x = \langle x_1, x_2 \rangle : T_1 \in \Delta \] by inversion of TR-VarM
  \[ x_1 : A, x_2 : B \in \Gamma \] by inversion of TRW-Mod
  \[ \Delta \vdash T_1 : \text{Type} \leadsto \Sigma x_1 : A. B \] by inversion of TRW-Mod
  \[ \Delta \vdash T : \text{Type} \leadsto A \] by inversion of TR-Sig
  \[ \Gamma \vdash x_1 : A \] by SP-Var

- **Case TR-Proj:**
  \[ x = \langle x_1, x_2 \rangle : T_1 \in \Delta \] by inversion of TR-VarM
  \[ x_1 : A, x_2 : B \in \Gamma \] by inversion of TRW-Mod
  \[ \Delta \vdash T_1 : \text{Type} \leadsto \Sigma x_1 : A. B \] by inversion of TRW-Mod
  \[ \Delta \vdash T : \text{Type} \leadsto A \] by inversion of TR-Sig
  \[ \Delta, L : T \vdash S \leadsto B \] by inversion of TR-Sig
  \[ \Delta, L : T \vdash T_2 : \text{Type} \leadsto A_2 \] by inversion of TS-Sig
  \[ l : A_2 \in B \] by inversion of TS-Sig
  \[ \Gamma, L : A \vdash x_2, l : A_2 \] by record projection
  \[ T_2 \text{ is } L\text{-non-projection} \] by \(T\) is not a trait
  \[ \Delta \vdash x, L : T \leadsto x_1 \] by TR-Proj\(\text{T}\)
  \[ \Delta \vdash T_2[L \mapsto x, L] : \text{Type} \leadsto A_2[L \mapsto x_1] \] by substitution
  \[ \Gamma \vdash x_1 : A \] by SP-Var
  \[ \Gamma \vdash x_2, l : A_2[L \mapsto x_1] \] by substitution
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