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ABSTRACT
The inherent instability and unreliability of peer-to-peer networks
introduce several fundamental engineering challenges to multime-
dia streaming over peer-to-peer networks. First, multimedia stream-
ing sessions need to be resilient to the volatile network dynamics
in peer-to-peer networks. Second, they need to take full advantage
of the existing bandwidth capacities, by minimizing the delivery of
redundant content during streaming. In this paper, we propose to
use a recent coding technique, referred to asrateless codes, to code
the multimedia bitstreams before they are transmitted over peer-to-
peer links. The use of rateless codes eliminates the requirements
of content reconciliation, as well as the risks of delivering redun-
dant content over the network. It also helps the streaming sessions
to adapt to volatile network dynamics. Our preliminary simulation
results demonstrate the validity and effectiveness of our new contri-
bution, as compared to traditional solutions with or without erasure
codes.

Categories and Subject Descriptors
C.2.4 [Computer-Communication Networks]: Distributed Sys-
tems—Distributed Applications; H.3.5 [Information Storage and
Retrieval]: Online Information Services—Data sharing

General Terms
Design, Performance, Reliability

Keywords
Peer-To-Peer, Media Streaming, Rateless Codes, Content Recon-
ciliation, Failure Resilience

1. INTRODUCTION
Despite its many advantages over traditional streaming that ei-

ther uses unicast sessions, or relies on IP multicast, peer-to-peer
streaming still poses significant technical challenges. Peer-to-peer
networks are inherently dynamic and unreliable. Thus the demand
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for stable streaming bit rates may not be satisfied due to thisnet-
work dynamics. Besides, it is typical in a peer-to-peer streaming
session for a peer node to parallelly download from multiple up-
stream peers. While such mesh streaming topologies improve over-
all bandwidth availability and resilience to dynamics, there exist
fundamental problems with respect tocontent redundancy and rec-
onciliation. As there are always risks that the same contents may be
unnecessarily supplied by multiple upstream peers, the peer nodes
need to reconcile their differences to minimize such risks.

Among the previous work in peer-to-peer streaming, streaming
solutions based on multiple multicast trees [3, 8] have been pro-
posed to address these challenges, which involve high cost of tree
maintenance. Other solutions stream over mesh topologies [10, 4],
and lie on each peer to reconcile and schedule the content down-
loading from different upstream peers. A well-known piece of work
for content reconciliation is from Byerset al. [1], which provides
computation-intensive algorithms to reconcile sets of symbols be-
tween pairs of collaborating peers.

Our main contribution in this paper is a mesh-based peer-to-peer
streaming protocol referred to asrStream, which employs a re-
cent coding technique,rateless fountain codes, to battle on those
challenges. We argue that rateless codes can be readily used in
peer-to-peer streaming with substantial advantages. As a class of
erasure codes, rateless codes provide natural resilience to losses,
and therefore provide the best possible resilience to peer dynam-
ics. Beingrateless, there is potentially no limit with respect to the
number of uniquely encoded “blocks,” coded from a set of original
data blocks. A sufficient number of encoded blocks from any set
of peers may be used to recover the original content. This com-
pletely eliminates the needs for content reconciliation, as no redun-
dant contents exist in the network.

The remainder of this paper is organized as follows. We present
our network model and rStream protocol in Sec. 2. Simulation re-
sults are presented in Sec. 3. We then conclude the paper in Sec. 4.

2. NETWORK MODEL AND PROTOCOL
In this paper, we consider a peer-to-peer streaming session with

one streamingsource and multiple participatingreceivers. Each re-
ceiver is served by one or moreupstream peers. Since the upstream
peers participate in the same session, they are receivers themselves,
with the exception of the streaming source. The objective is to
stream live multimedia content, coded to a constant bit rate bit-
stream with a current generation codec such as H.264/AVC, H.263
or MPEG-4, to all the participating receivers in the session. As
each peer may have multiple upstream and downstream peers in
the streaming session, amesh overlay topology is established for
streaming.
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Figure 1: Peer-to-peer streaming with different coding schemes: a comparison.

Such a mesh topology can be modeled as a directed graphG =
(N, A), whereN is the set of vertices (peers) andA is the set
of directed arcs (directed overlay links). LetS be the streaming
source, andT be the set of receivers in the streaming session. We
haveN = S ∪ T . The sourceS streams a multimedia bitstream
fM to the receivers inT . Independent of the codec used infM ,
we treat fM as a stream of symbols, partitioned into consecutive
segmentss1, s2, . . .. A segment typically consists of one media
frame, a group of frames (GOF), or simply a period of time (e.g.,
one second). Each segmentsi is further divided intoki blocks, and
each block has a fixed length ofL bits.

2.1 Rateless codes
We now motivate the use of rateless codes. As a receiver re-

trieves media content from multiple upstream peers concurrently, it
seeks to minimize the waste of bandwidth due to the delivery of du-
plicated contents. This problem, commonly referred to ascontent
reconciliation problem, is illustrated in an example in Fig. 1 (a). In
this example,S transmits the component blocks1, 2, 3 and4 of
a media segment toT1 andT2 directly, and thusT1 andT2 have
the same four blocks. WhenT3 parallelly streams fromT1 andT2,
it has to decide which block to retrieve from which upstream peer.
This also happens toT4 which parallelly retrieves fromT1 andT3.

An opportunity for solving this problem arises from the em-
ployment of erasure codes. A(n, k) erasure code, such as Reed-
Solomon codes and Tornado codes [2], is a forward error correction
code withk as the number of original symbols, andn as the number
of generated symbols from thek original symbols. A(n, k) erasure
code has the favorable property that if anyk (or slightly more than
k) of then transmitted symbols are received, the originalk sym-
bols can be recovered. Thus an erasure code seamlessly tolerates
packet losses and peer dynamics, making it ideal for peer-to-peer
parallel transfers.

However, erasure codes do not provide a thorough solution to the
reconciliation problem. To illustrate this, consider Fig. 1 (b). With
a (6, 4) erasure code,S generates six encoded blocks1′, 2′, . . .,
6′ based on the four original blocks1, 2, 3 and4. T1 andT2 both
directly retrieve four encoded blocks fromS and thus inevitably
hold two common blocks. This leads to the need for reconciliation
of the parallel retrieval atT3, and later atT4. Even with an erasure
code wheren is much larger thank, the need of content reconcili-
ation may rarely arise, but the problem still may not be completely
solved.

To address the challenges from content reconciliation, we pro-
pose to use a recently developed category of coding schemes,rate-
less codes. Typical rateless codes include LT codes [5], Raptor
codes [9] and online codes [6]. With rateless codes, the number of
encoded symbols that can be generated fromk original symbols is
potentially unlimited. The basic idea that underlines rateless codes
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Figure 2: Decoding with rateless codes: an example.

is simple. Givenk original symbols, a rateless code encoder gen-
erates encoded symbols on the fly by performing the exclusive-or
operation on asubset of the original symbols, which is randomly
chosen based on a special degree distribution. At the decoder, a
decoding graph, which connects encoded symbols to original sym-
bols, is constructed based on the following information: the number
of original symbols each encoded symbol is generated from (the de-
gree) and the indices of these original symbols (neighbor indices).
We illustrate the decoding process by a simple example shown in
Fig. 2. Based on the decoding graph, the decoder finds that the first
encoded symbol is connected to only one original symbolS1, so it
setsS1 = 1. Then the decoder performs the exclusive-or opera-
tion betweenS1 and all encoded symbols that are connected toS1

in the graph, removing all the related edges. It next finds another
encoded symbol with degree 1, and repeats the above process until
all original symbols are recovered.

With an appropriate choice of degree distribution, the encoded
symbols generated in this manner are potentially unique, and any
(1+ε)k symbols can be used to recover the original symbols with a
high probability by the decoding process. Also since both encoding
and decoding only involve exclusive-or operations, rateless codes
are very computationally efficient.

Rateless codes are useful towards finding a solution to the con-
tent reconciliation problem. In the example shown in Fig. 1(c),
from the four original blocks1, 2, 3 and4, S generates a unlimited
number of encoded blocks1′, 2′, . . ., with a rateless code encoder.
T1 andT2 are able to each obtain four unique encoded blocks from
S, thus reconciliation is not required atT3. Unfortunately, content
reconciliation may still be required. In our example,T1 andT3

share1′ and2′, thusT4 still needs to reconcile its parallel retrieval
from them.

2.2 Recoding with rateless codes
In order to completely eliminate the need for content reconcilia-

tion, we explore another desirable property of rateless codes. With



rateless codes, the receiver may decode from encoded symbols gen-
erated by different rateless-code encoders, as long as they operate
on the same set of original symbols [9]. Based on this favorable
property, we propose a recoding scheme to be carried out by each
peer to guarantee that the received blocks from any upstream peers
are unique and useful.

In our protocol, the streaming source encodes the blocks of each
media segment by an LT code based on the robust Soliton distribu-
tion [5], and streams the encoded blocks. After a peer retrieves
the Ki encoded blocks for the segmentsi of media fM , where
Ki = (1 + ε)ki, it decodes theKi encoded blocks and obtains
theki original blocks. Upon retrieving requests from other peers,
it generates new encoded blocks from these original blocks by a LT
encoder based on the same robust Soliton distribution, and delivers
these new encoded blocks to other receivers. TherStream protocol
based on thisrateless-code recoding is summarized in Table 1.

Table 1: The rStream Protocol

The streaming source: In the interval[ti−1, ti] for broadcasting segment
si in the multimedia bitstreamfM of rater

For a peerp streaming from the source at ratex:

Fromj = 1 to x
r
Ki

1. Generate encoded blockBp
j from the original blocks

b1, b2, . . . , bki
by

(1.a) Randomly choose the degreedp
j from the robust Soliton distribu-

tion;
(1.b) Choosedp

j distinct original blocks uniformly at random and set

Bp
j to be exclusive-or of these blocks.

2. PacketizeBp
j into a packet with the header indicating the degreedp

j

and neighbor indices.
3. Deliver the packet to neighborp.

A receiver: After receivingKi packets for segmentsi

Decode to obtain theki original blocks.

To serve another receiverq at ratey:

Fromj = 1 to y
r
Ki

1. Generate encoded blockBq
j from the original blocks

b1, b2, . . . , bki
by

(1.a) Randomly choose the degreedq
j from the robust Soliton distribu-

tion;
(1.b) Choosedq

j distinct original blocks uniformly at random and set

Bq
j to be exclusive-or of these blocks.

2. PacketizeBq
j into a packet with the header indicating the degreedq

j

and neighbor indices.
3. Deliver the packet toq.

The following proposition proves the correctness of our recoding
protocol.
Proposition. The ki original blocks of segment si in fM can be
recovered from any set of (1+ ε)ki encoded blocks with high prob-
ability, in a peer-to-peer streaming session implementing the pro-
tocol in Table 1.
Proof: We present a brief outline of the proof. The encoded blocks
a receiver receives for recovering segmentsi are either encoded by
the streaming source or recoded by an upstream peer, both from the
same set ofki original blocks ofsi. Since all the encoders follow
the same encoding steps and generate each block independently
from any other one based on the same robust Soliton distribution,
the encoded blocks are all unique as if they are produced by a same
encoder. Thus, after collecting(1 + ε)ki encoded blocks from any
upstream peers, a receiver can recover theki original blocks with
high probability.

By guaranteeing the uniqueness of all the encoded blocks in the
session,rStream successfully eliminates the need for content rec-
onciliation. In Fig. 1 (d), for example,S generates a potentially
unlimited number of blocks1′, 2′, . . . from the original blocks1,
2, 3 and4. The difference between Fig. 1(d) and (c) is that, rather
than simply relaying received blocks, all peers recode the recov-
ered original blocks and deliver the freshly encoded blocks. After
receiving blocks1′, 2′, 3′ and4′ from S, T1 decodes them to de-
rive 1, 2, 3 and4, then it encodes them again into1(1), 2(1), 3(1),
4(1), . . ., upon requests fromT3 andT4. Similarly,T2 recovers the
four original blocks from5′, 6′, 7′ and8′, and recodes to obtain
1(2), 2(2), 3(2), 4(2), . . .. ThusT3 can safely retrieve unique en-
coded blocks1(1), 2(1), 1(2), 2(2) from T1 andT2. After decoding,
T3 further recodes to obtain unique blocks for delivery:1(3), 2(3),
3(3), 4(3), . . .. Therefore,T4 is able to parallelly retrieve blocks
1(3), 2(3), 3(1), 4(1) without reconciliation betweenT1 andT3.

We now discuss the efficiency of therStream protocol. As men-
tioned earlier, rateless codes are highly efficient. For the LT codes
we employ, it takes on averageO(ln(k/δ)) block exclusive-or op-
erations to generate an encoded block fromk original blocks, and
O(k ln(k/δ)) block exclusive-or operations to recover thek orig-
inal blocks from anyk + O(

√
k ln2(k/δ)) encoded blocks with

probability 1 − δ. Each block exclusive-or operation includesL
bitwise exclusive-or operations. For LT codes, it is more efficient
in practice to have larger values ofL due to less overhead with
bookkeeping operations. In our protocol, we chooseL to be a little
less than the length of the packet payload. It is also not neces-
sary for the rateless-code encoder and decoder to keep additional
information of the coding method in use, as the traditional erasure
codes require. A rateless-code encoder can generate the encoded
blocks on the fly with the transmission process. To summarize,
in rStream, recoding at each peer does not introduce much delay
and computation overhead into the streaming session, but saves the
high overhead for content reconciliation needed for every parallel
retrieval.

The use of rateless codes inrStream protocol completely elimi-
nates the need for content reconciliation when communicating with
multiple upstream peers, while retaining all the advantages of tra-
ditional erasure codes such as Tornado codes, including loss re-
silience and decoding efficiency. We argue that the rateless recod-
ing protocol further provides better failure tolerance for the stream-
ing session. When a peer detects the failure of an upstream peer, it
attempts to acquire more upload capacities from its remaining up-
stream peers. Since our rateless recoding protocol guarantees the
uniqueness and usefulness of each delivered block in the system,
the peer can actually make full use of the additional upload band-
width to compensate for its missing streaming rate.

3. PERFORMANCE EVALUATION
We have carried out simulations to investigate the benefits of

rStream in solving the reconciliation problem and maximizing band-
width utilization. To this end, we compare four different coding
schemes: no coding, fixed-rate erasure codes, rateless codes with-
out recoding, and rateless codes with recoding. In our general set-
ting, we simulate a live streaming session of a high-quality300
Kbps multimedia bitstream from a streaming source with10 Mbps
of upload capacity. A realistic random network topology is gener-
ated with the BRITE topology generator [7] with power-law degree
distributions. There are two classes of receivers in the network:
ADSL/cable modem peers and Ethernet peers. ADSL/cable mo-
dem peers take70% of the total population with1.5 − 4.5 Mbps
of download capacity and0.6 − 0.9 Mbps of upload capacity, and
Ethernet peers take the other30% with both upload and download



(a) Comparison in random networks of different network  
sizes (N) and fixed edge density (4N) 

(b) Comparison in random networks of a fixed network size 
 (200 peers)  and different edge densities 

(c) Comparison among different block numbers in a  
random network of 200 peers and 800 edges  
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Figure 3: Comparison of average aggregate streaming rates in the system among 4 different coding schemes: no codes, erasure codes
with rate n/k = 10, rateless codes without recoding, and rateless codes with recoding.

capacities of8−12 Mbps. The multimedia bitstream is partitioned
into fixed-length segments, each consisting of50 blocks. In each
experiment with one coding scheme, we stream the media without
content reconciliation among peers. We then eliminate the dupli-
cated blocks obtained from different upstream peers and calculate
the actual aggregate streaming rate at each receiver.

The comparison results are shown in Fig. 3. We can see in all
the comparison scenarios, only rStream’s rateless recoding scheme
can actually achieve the end-to-end streaming rate of300 Kbps
at all receivers. In other schemes, the aggregate streaming rates
are reduced at different degradation levels, caused by the dupli-
cation in the received blocks. This also shows that rStream per-
forms best with respect to bandwidth utilization. In our experi-
ments with fixed-rate erasure codes, we notice that increasing the
ratio ofn/k helps alleviate the conflicts at receivers. Nevertheless,
this improvement is upper bounded by the results of the scheme of
rateless encoding without recoding.

In Fig. 3(a), the comparison is made in networks of different
numbers of peers (network sizes) and a fixededge density, in which
the number of edges is about four times the number of peers. We
find that, under the other three schemes, the average aggregate
streaming rates drop with the increase of network sizes. This is
caused by more severe conflicts of blocks held by different peers
in larger networks, where the total number of different blocks in
each media segment is limited. When the edge density changes in
a fixed-size network, the average aggregate streaming rates do not
change significantly for each coding scheme, as shown in Fig. 3(b).

We also investigate the impact of the number of blocks per media
segment on the block conflicts at the receivers (Fig. 3(c)). Varying
the number from10 to 100, we find the average aggregated stream-
ing rates remain approximately the same for each coding scheme.
Thus, by varying the number of blocks per segment, we are not
able to alleviate the severity of block conflicts much in those cod-
ing schemes where content reconciliation is required.

4. CONCLUSION
We conclude this paper by reinforcing our strong argument that

rateless codes are ideal companions to any peer-to-peer streaming
solutions, and are orthogonal to any multimedia codecs, includ-
ing H.264/AVC. A typical multimedia stream, such as an MPEG-4
or H.264 stream, can be treated as a bitstream demanding a con-
stant bit rate, which can be segmented and treated by rateless codes.
Using examples, analysis and simulation results, we have demon-
strated that rateless codes represent an excellent solution to provide
resilience to dynamics typically found in peer-to-peer networks,
and to completely eliminate the need for content reconciliation.

In ongoing work, we are working on the optimal peer selection
and streaming rate allocation strategies that can be computed on-
the-fly in a decentralized manner. We believe the combination of
rateless codes and optimal peer selection will provide a complete
solution towards winning the battle on all fronts of the peer-to-peer
streaming challenge: dynamics, reconciliation, and bandwidth. We
are also working towards a full-fledged implementation of peer-to-
peer streaming based on rateless codes, as a first step towards large-
scale deployment in the Internet, and towards making peer-to-peer
streaming a reality.
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