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Abstract— The role of robot following is crucial for effective
human-robot collaboration. Traditional methods often rely on
maintaining a significant distance between the robot and the
human, which limits interaction and responsiveness. In contrast,
close-proximity front-following facilitates immediate engage-
ment, enhancing user experience and improving human-robot
interaction. Nonetheless, it presents challenges in accurately
interpreting human walking intentions due to a restricted
observational field. In our paper, we introduce an innovative
Depth-Temporal Attention Network that takes lower-limb depth
images and robot motor signals as input, to accurately predict
human walking intentions. This network leverages a depth
attention module to capture essential spatial features and in-
tegrates a temporal attention mechanism to analyze movement
dynamics. To enhance generalization, we use a domain adver-
sarial module that focuses on shared features across diverse
walking data, ensuring consistent performance across users.
Experimental results demonstrate that our approach achieves
an impressive average intention prediction accuracy of 91.09%,
significantly surpassing baseline models by 12.59% to 23.66%.
Additionally, an ablation study reveals that the depth-attention
module substantially improves the model’s understanding of
depth features, resulting in an 11.44% increase in accuracy.
With this high prediction accuracy, smooth front-following is
achieved at close-proximity.

[. INTRODUCTION

Autonomous robot following is a crucial aspect of human-
robot interaction in various applications [1], e.g., when robots
assist human managers in logistics warehouses, and airport
robots carrying luggage for passengers. To achieve human-
following, a direct way is to employ distance sensors to
detect the user’s location and adjust the robot’s trajectory
accordingly [2][3][4]. Some robots utilize deep neural net-
works and cameras to recognize the user’s body, enabling
effective following [5][6][7][8].

However, in certain human-robot interaction scenarios,
such as when smart robotic walkers provide walking support,
it is essential for the robot to remain in close-proximity to the
user, specifically positioned in front [9][10]. The approaches
employed by distant-following robots face significant limita-
tions in this context due to their restricted detection range. A
common solution to this challenge requires human operators
to control the robot using joysticks or force sensor arrays
[11][12][13]. However, this not only necessitates additional
human involvement but also compels users to keep their
hands in a fixed position for extended periods, which can be
quite inconvenient. For instance, if a user needs to answer
a phone, hold an umbrella, or has an injured hand, it would
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Fig. 1: Different robot following scenarios. Back-following:
the robot follows the human at the back in a distance of
several meters; Loose-proximity Front-following: the robot
follows the human at the front in a distance of several meters;
Close-proximity Front-following: the robot front-follows
the human in a distance less than one meter.

be far more convenient if robots could intelligently respond
while walking to significantly enhance overall efficiency.

Observing, analyzing, and accurately predicting user walk-
ing gaits for the automatic navigation of a front-following
robot pose significant challenges due to the diverse range
of walking patterns. Analyzing foot and leg imaging [14]
can lead to difficulties with body overlap and wide-camera
distortion, resulting in errors in estimating foot gestures.
Convolutional Neural Network (CNN)-based methods pro-
vide promising solutions, with various frameworks proposed
for predicting human movement intentions [15][16].

Recently, attention-based models have outperformed tra-
ditional CNNs in image processing [17][18]. While con-
ventional images capture 2D spatial features, depth images
provide valuable 3D spatial knowledge. However, few stud-
ies have explored the use of depth images with attention-
based models for accurately predicting walking intentions.
The challenge lies in enabling these models to effectively
interpret depth information for optimal performance. Ad-
ditionally, the effects of imaging changes caused by robot
movement must be considered to enhance the model’s un-
derstanding of human-robot interaction.

This study presents a front-following system designed for
close-proximity scenarios, incorporating intelligent predic-
tion of the user’s walking intention. The system utilizes
dual modalities of depth image data from a Time-of-Flight
(ToF) camera and robot motor signals. We propose a Depth-
Temporal Attention Network to learn the attention on
the depth images and the temporal connections within an
observation sequence. This enables a deep understanding of
human walking intention and the corresponding changes in
robot movement for seamless front-following in a hands-
free control scenario, thereby enhancing the overall user



experience. Our contributions are summarized as follows:

> The proposed model achieves an average accuracy of
91.09% across eight prediction categories, with accuracy
in five categories exceeding 95%. The highest accuracy
recorded is 99.38%, while the lowest exceeds 74%. In
contrast, baseline models achieve average accuracies of only
78.50% and 67.43%, highlighting significant improvements
with our method.

> We introduce an innovative depth attention module that
enhances the model’s understanding of the dynamic distance
between the user and the robot during walking, resulting in
an 11.44% increase in average accuracy.

> We fuse dual modalities of data, including depth images
from a ToF camera and motor signals, to predict human
walking intentions. This fusion enables the robot to signifi-
cantly outperform approaches relying solely on imaging data,
achieving a 25.14% increase in accuracy.

> Based on intention prediction, we design a control
system that utilizes model predictions and human location
data. Field evaluation indicates that the robot consistently
follows the user from the front and aligns well in close-
proximity conditions.

II. RELATED WORK
A. Human-Following Robot

Human tracking and following are crucial in robot con-
trol, enabling robots to accurately locate and track humans.
Conventional methods often use cameras for visual tracking
[19][20]. By utilizing computer vision techniques and deep
learning algorithms, cameras enable precise human detection
and tracking with image and depth data [5][21][22]. While
these methods enhance accuracy, they often require maintain-
ing a significant distance from the target user to ensure a clear
view. Additionally, camera-based models typically need a
wide observation field, and images can be adversely affected
by the robot’s movement since the camera is mounted on the
robot. Thus, the model needs to consider both image data and
the robot’s movement to improve tracking performance.

B. Spatial-Temporal-based Human Activity Recognition

Human walking is a sequential movement characterized by
changing foot orientation and trajectory, allowing intention
prediction through current and previous gestures via spatial-
temporal analysis. A fundamental approach combines spatial
networks, such as Convolutional Neural Networks (CNNs),
with recurrent networks like Long Short-Term Memory
(LSTM) networks [23]. A straightforward method connects
CNNs and LSTMs by applying CNNs to each frame and
feeding the resulting embeddings into the LSTM [24][25].
Also, by integrating different levels of CNN embeddings,
the LSTM can gain varying insights from the CNN outputs
[26]. Alternatively, skeleton data can serve as spatial features
when combined with LSTM networks [27][28].

However, LSTMs tend to convey past information through
hidden units, which limits their ability to weigh the im-
portance of each data frame in the sequence. Additionally,
recurrent computation can reduce the processing speed.

Transformer-based models address this limitation through
the attention mechanism [29], enabling the model to focus
on crucial data within the input sequence while facilitating
parallel computation. One method to implement spatial-
temporal attention is to use embeddings from images or
human skeleton features as input tokens for the transformer
encoder [30]. Or, by transposing the input matrix of the
transformer encoder, the attention layer can effectively learn
spatial dimension features [31].

Despite these advancements, research on using depth
image sequences for spatial-temporal attention is limited.
The restricted observational range also complicates human
skeleton graph calculation in close front-following scenarios.
To tackle this, we propose a depth masking procedure
to generate a sequence of depth sub-images, enabling the
attention layer to learn features in 3D depth space rather
than just 2D. Additionally, the motor signals are analyzed
alongside the depth images in a temporal attention module
to effectively leverage depth-temporal attention for walking
intention prediction.

III. DUAL-MODALITY DATA
A. Lower-Limb Depth Image

To predict human walking intentions based on walking
patterns, a vision modality is essential for observing human
body posture and movement. While 2-dimensional spatial
information is useful, incorporating depth data significantly
enhances the robot’s ability to gauge the distance between
itself and the human user. For this purpose, we utilize
a Time-of-Flight (ToF) camera (Tau Lidar Camera, 2020
Onion Corporation) that emits safe, invisible lasers and
measures the travel time of light to generate depth images.
By positioning the camera horizontally at a low angle, the
captured images primarily focus on the lower limbs and foot
features, minimizing interference from other body parts and
clothing. This setup directs the model’s attention to the feet,
ensures user privacy, and facilitates non-intrusive human-
robot interaction.

B. Robot Motor Signals

Since the camera is mounted on the robot, the projection
of the human user in the camera view is influenced not only
by the user’s movements but also by the robot’s movements
due to their close-proximity. The motor signal modality
compensates for this effect by providing critical movement
information to the model. Specifically, we collect data on the
motor’s moving distance and speed.

By integrating these two data modalities, we propose our
Depth-Temporal Attention Network, which enables the
model to understand human walking gestures while account-
ing for the robot’s previous movements. This dual awareness
enhances the prediction of human walking intentions relative
to the robot’s trajectory.

IV. DEPTH-TEMPORAL ATTENTION NETWORK

The proposed Depth-Temporal Attention Network
(DTA), illustrated in consists of two main modules:
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Fig. 2: The Depth-Temporal Attention Network predicts walking intentions using lower-limb depth images and robot motor
signals. It comprises two key modules: the Depth Attention Module (DAM) and the Temporal Attention Module (TAM).
The DAM masks depth images into sub-images for analysis via a multi-head attention block to generate depth embeddings.
The TAM integrates these embeddings with motor signal embeddings to produce a final embedding. This embedding yields
the predicted intention label for robot control and a domain label for distinguishing data domains.

the Depth Attention Module (DAM) and the Temporal
Attention Module (TAM). At each time step, a sequence
of depth images x; and motor signals m; are fed into
the model, where ¢ = 0,1,...,L and L represents the
sequence length. Each depth image x; is processed by the
DAM to generate depth embeddings, while the motor signals
are embedded through several fully connected layers. These
two modality embeddings are then concatenated and fed
into the TAM to produce the final embedding. Based on
this final embedding, we predict the human walking inten-
tion across seven categories: “Static”, “Moving Forward”,
“Moving Backward”, “Turning Left while Moving Forward”,
“Turning Right while Moving Forward’, “Turning Left on
the Spot”, and “Turning Right on the Spot”. This diverse
range of categories enables smooth and accurate movement
control of the robot. Additionally, an extra output category,
“No One”, is included to account for instances when no
human is present. Ultimately, the model outputs one of these
eight category predictions as the final result.

A. Depth Attention Module (DAM)

10

Fig. 3: Depth masking procedure. Each depth image is
divided into sub-images based on preset depth thresholds,
categorizing distance zones from close to far. The original
depth image is included to provide global context.

The input depth image captures spatial features relevant to
human walking intentions. Unlike RGB or thermal images,
depth images provide essential 3D information, conveying
the distance between the human and the robot in our hori-
zontally oriented camera setup. This capability is crucial for
accurately assessing proximity and enabling effective human-
robot interaction.

To embed depth information, we use a Convolutional
Neural Network (CNN) to process the depth image. How-
ever, CNNs primarily capture 2D relationships, so we sep-
arate each depth image into a sequence of depth sub-
images, preserving the original depth order. We apply a
depth-masking procedure with predefined thresholds based
on the distance from the human to the robot, catego-
rized as follows: close [0m,0.1m], normal [0.1m,0.5m),
far [0.5m,0.8m], out-of-zone [0.8m,0.9m], and
background [0.9m, +00], as shown in [Fig. 3] The original
depth image is also appended to enhance the depth-attention
model’s understanding of the entire range, resulting in a
masked image sequence for the i-th depth image x;: {z7|j =
1,...,N + 1}, where N is the number of masked zones
which is set as 5 in our design.

The masked sequence is fed into a transformer encoder
with a multi-head self-attention layer and a feedforward
layer, shown in As the user’s position changes
during walking, the self-attention mechanism assesses the
importance of different depth zones, capturing long-range
dependencies and accommodating varying user distances
for better generalization. Additionally, a CNN is applied
to each image in the masked sequence before the depth-
attention block for improved performance [32]. Inspired by
ViT[17], we add an embedding token zfmb at the sequence’s
start, enabling the self-attention mechanism to independently
gather relevant information from the masked sequence. A
learnable positional encoding layer is also included. The
output embedding corresponding to 2™ is selected as the
final embedding vector y; for the i-th depth image (see
for details).

Each depth image is processed by the Depth Attention
Module (DAM) to generate depth embedding feature vectors
y7. For the motor signal vectors m;, fully connected layers
embed them into motor embedding feature vectors y;”,
ensuring compatibility with y for effective processing by
our Temporal Attention Module (TAM).

B. Temporal Attention Embedding (TAM)

The straightforward approach to combine these two
modality embeddings would be to sum them; however, this



method does not fully leverage the attention mechanism
to weigh different components in the embeddings for the
final prediction. Instead, we concatenate the two embeddings
and add the concatenated features with learnable positional
encodings. Additionally, a classification token is added at the
beginning of the sequence.

This concatenated feature vector is then input into a
multi-head attention block, which includes both a multi-head
attention layer and a feed-forward layer to generate the final
embeddings. We select the embedding vector z correspond-
ing to the classification token as the final embedding for
the entire sequence of depth images and motor signals. The
structure of this process is illustrated in [Fig. 4bj

Finally, the calculated attention associated with the classi-
fication token is processed by a classifier to output the final
human walking intention prediction label. A cross-entropy
loss L. is applied during training for walking intention
classification.
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Fig. 4: The structure of (a) DAM and (b) TAM. Both are
equipped with additional tokens for final output and apply the
positional encoding and (c) multi-head attention block[17].

C. Domain Invariant Training

To enhance the generalization ability of the model, we
have incorporated a domain invariant module that generates
domain classifications. In our context, different domains can
include variations such as different users, clothing, footwear,
and walking speeds. A cross-entropy 108 Lgomain, Scaled by
a negative value ), serves as a discriminator, encouraging
the model to avoid distinguishing between different domains.
This approach prevents the model from achieving high
prediction accuracy solely by recognizing domain identities,
instead guiding it to learn the common knowledge shared
across various walking data domains. Empirically, we set
A to -0.1, as we found that smaller values did not result
in significant changes. Finally, the learning loss is the sum
of the walking intention classification loss and the domain
invariant loss:

['ﬁnal = »Ccls + )\Edomain (1)

D. Front-following Control

After the network predicts human walking intention labels,
a control agent generates different control signals based on

these predictions. We utilize a 2D LiDAR sensor to deter-
mine the human’s position using the K-means algorithm. If
the user walks forward, the agent generates a forward speed;
if the user turns while moving forward, the agent sets a
forward speed with a turning angle. For users turning in
place, the robot is controlled to perform a corresponding
spot turn. If the user moves backward, the robot will also
move backward. To enhance safety, we establish an operation
zone. If the user exits this zone, the robot will pause its
following behavior. Additionally, if the robot is too close to
the human, the control agent will halt the front-following
process, ensuring that the human remains centered within
the operation zone.

V. EXPERIMENTS
A. Experimental Settings

r

Fig. 5: Our experimental platform is an intelligent au-
tonomous walker. A ToF camera is applied to capture the
lower-limb human body. While the two motor wheels record
the robot’s movement signals.

Platform. We conducted our experiments using an au-
tonomous walker, depicted in The walker features a
Time-of-Flight (ToF) camera mounted along the center line,
approximately 5 cm above the ground, directed horizontally
backward to capture lower-limb gestures. It is powered by
two motors driving the rear wheels. Additionally, a 2D
LiDAR, positioned 26 cm above the ground along the same
center line, scans leg locations for control purposes.

Dataset. We conducted gait data collection from 25 volun-
teer participants with diverse body weights and heights and
recorded motor signals and walking trajectories for labeling.
Each participant performed a 2-minute free walking trial
while manually pushing the walker. The sequence of inten-
tions was decided randomly by each participant. Real-time
monitoring of gait category distributions enabled dynamic
feedback to participants for a balanced label collection. Users
walked at three speed levels: fast (>3 m/s), medium (2-
3 m/s), and slow (<2 m/s), resulting in at least 75 data
domains. Data from 20 users were used for training, while
the remaining 5 users’ data were reserved for testing. Labels
for input sequences are based on motor movement 5 frames
later. We also collected data without users in the operation
zone, including diverse backgrounds like walls and doors,
and intentionally allowed people to walk around the robot to
assess the model’s ability to distinguish between users and
passersby people.

Model Parameters. The input sequence size is set to 15
frames, spanning approximately 0.5 seconds. The embedding



S {2IEE] 3.04 13.87 3.23 2.99 5.02 0.52 0.00

0.77 YKk} 3.78 7.52 0.00 0.00 0.00 0.00

LF {0-00 9.33 k3 0.00 0.11 0.00 0.00 0.00

LF

B37.1721.9813.7612.66 6.55 7.40 0.41 0.05

1.01 grieE] 7.01 13.68 0.11 0.20 0.00 0.00

wn

LF

15.3213.3717.86 4.02 19.3423.28 6.26 0.55
191 9.82 8.25 4.58 9.82 1.57 0.05

2.28 30.9449.51 0.16 13.03 0.33 3.58 0.16

RS {1.03 0.00 0.00 0.00 0.00 & 0.00 0.69 RS {0:96 0.00 0.00 14.65 0.00 {Z¥EE] 0.00 0.00 RS {298 0.00 547 3.85 0.37 SRl 2.11 0.00

B {492 0.00 0.00 0.00 0.00 0.00 K 0.00

@

N 4{0:00 0.00 0.00 0.00 0.00 0.62 0.00 EEREH]

=4

0.70 13.89ZL%F] 0.00 0.48 0.00 0.00 0.00
RF {0:00 3.06 0.00 el 0.00 0.00 0.00 0.00 RF {147 5.24 0.00 ehR:H 0.00 1.47 0.00 0.00 RF {143 48.41 0.00 42.48 0.00 7.57 0.11 0.00

LS {225 0.07 0.75 0.00 SCKEE] 0.00 0.00 0.00 LS {853 0.00 3.07 0.00 GZEER) 0.07 0.97 0.00 LS {0-00 0.28 0.00 0.00 SEEElY 0.83 0.00 0.00

B1.96 0.59 0.32 0.68 0.81 0.00 [ERL 0.00

0.00 0.00 0.00 0.00 0.00 0.52 0.00 sERE]

8.34 2.57 10.29 0.00 4.24 7.86 ({He 0.00

@

0.00 0.00 0.00 0.00 0.32 0.00 0.00 SEKSE

=2

S F LF RFLS RS B N S
(a) DTA

F LF RFLS RS B N S
(b) FFLNet[24]

F LF RF LIS RS B N
(c) Cross Attention

Fig. 6: The confusion matrices of (a) Depth-Temporal Attention Network, the proposed model; (b) FFLNet, a CNN and
LSTM based model; (c) Cross Attention, applying motor signal embedding as query and depth image embedding as key

and value in the TAM.

CNN comprises two 2D convolutional layers followed by two
fully connected layers, using ReLLU as the activation function
after each layer. The motor signal vector embedding network
consists of two fully connected layers, each with 32 elements,
producing output vectors of the same dimension.

The attention blocks in DAM and TAM share the same
multi-head attention encoder structure shown in |Fig. 4
[17]. Each block includes one multi-head attention layer
and a feedforward layer with residual connections. We set
the number of attention heads to 4 to capture different
focusing lengths of the sequence. The hidden dimension of
the feedforward layer is configured to 16, and each token’s
output dimension is set to 32. We use a single attention block,
as additional blocks do not enhance accuracy.
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Fig. 7: Depth-attention maps and corresponding depth im-
ages for two situations: (a) User Present; (b) No User. We
list the masked sub-images and the original image on the
right-hand side: O for the embedding token, 1 for close
distance, 2 for normal distance, 3 for far distance, 4 for
out-of-zone distance, 5 for background distance, and
6 for the original depth image.

B. Prediction Performance

presents the confusion matrices for our network
performance on the test dataset. The 8 prediction categories
are Static (S), Moving Forward (F), Turning Left/Right while
Moving Forward (LF/RF), Turning Left/Right on the Spot
(LS/RS), Moving Backward (B), No User (N). A number in
row ¢ and column j in each matrix represents the percentage

of data predicted as category j with true label 7 in all the
data belonging to category 1.

The results show that the DTA achieves an average accu-
racy of 91.09%, with most categories exceeding 95%. This
indicates effective recognition of various walking intentions.
The lowest accuracy is found in the Moving Forward and
Static categories. The Static category suffers from misclas-
sifications due to overlapping data with other movements,
making differentiation difficult. Most misclassified samples
are predicted as Turning Right while Moving Forward,
suggesting that monitoring the distance between the hu-
man and robot could help resolve this issue. Additionally,
the Moving Forward and Turning Left/Right while Moving
Forward categories are visually similar, leading to some
misclassifications. However, the model demonstrates high
accuracy in recognizing turning intentions, allowing it to
correct misclassifications of moving forward.

shows the depth-attention maps and corresponding
depth images in different scenarios. The bottom row (Row 0)
in the attention map indicates the level of attention the class
token pays to different depth images. Note that in the sce-
nario of a user in operation, depth-attention primarily focuses
on the normal distance [0.1m, 0.5m], which is the normal
operating zone during robot following. Conversely, in the
scenario of no user around (or standing out of the operation
zone), depth attention focuses more on the background
distance [0.9m, +00] and the original depth image. The shift
in attention focus showcases the significant contribution of
depth masking in enhancing the model’s comprehension of
human walking patterns.

Two baseline scenarios are tested. One baseline is the
FFLNet from [24] with a CNN embedding and an LSTM for
temporal prediction. The other baseline is a cross-attention
version of the DTA which uses motor signal embeddings as
the query matrix and the depth image embeddings as the key
and value matrices in TAM.

The results show that FFLNet only reaches an average
accuracy of 78.50%. That is because the CNN in the FFLNet
does not fully understand the distance knowledge of the
depth images and the LSTM is not powerful enough to learn
the temporal features of a human’s walking gait. By observ-
ing the confusion matrices, we find that the FFLNet performs
worse than the DTA in most of the categories. The cross-
attention version baseline only achieves a 67.43% accuracy.
It cannot fully utilize the attention connection between the



depth embeddings and the motor embeddings. Even worse,
the motor embeddings do not necessarily have a frame-wise
matching with the corresponding depth embeddings, leading
to worse performance.

C. Ablation Study

TABLE I: Accuracy in different ablation settings. DTA
represents the full setting, while others represent removing
one respective module from DTA.

Models
Avg(%) 91.09%

DTA DTA-D DTA-ViT DTA-M DTA-I DTA-L
79.65% 85.48%  65.95% 64.57% 90.08%

We have conducted several ablation studies, including the
removal of the DAM (DTA-D), the motor signals modality
(DTA-M), the depth image modality (DTA-I), and the do-
main invariant module (DTA-L), respectively. Also, we test
replacing the DAM with a ViT [17] model (DTA-ViT). The
average accuracy under these settings is given in

Disabling the DAM results in an 11.44% accuracy drop,
indicating that the depth masking procedure and attention-
based depth analysis are crucial for fully understanding depth
features. While using the ViT [17] yields better performance
than using CNNs with an average accuracy of 85.48%, it still
falls short of the performance achieved by the DAM design.
This is mainly because the ViT model analyzes depth images
as standard visual images, lacking a detailed understanding
of the depth-modality information.

Without the motor signals modality (DTA-Mot), prediction
accuracy falls to 65.95%, highlighting the importance of
the robot’s movement data in understanding human walking
intentions. Additionally, relying solely on motor signals
without depth images (DTA-Dep) results in an accuracy of
64.57%, demonstrating that motor signals alone are inade-
quate for achieving high performance.

Finally, removing the Domain Invariant Module (DTA-
Dom) does not harm the model performance a lot, showing
that the DTA itself is generalized enough for human walking
intention prediction. We maintain the module to further boost
model robustness towards new data distributions.

D. Masking Settings Experiment

TABLE II: Average accuracy of different mask settings.
Models Default Default*
91.09% 87.15%

Even

89.64%

Average(%)

Another critical parameter setting is the image masking
configuration. We evaluate model performance in two scenar-
ios: Default and Even. The Default scenario divides zones
by distances (close, appropriate, far) and out-of-operation (al-
lowing the DAM to focus on relevant areas while filtering out
background noise). This approach preserves the integrity of
the human body, which typically remains in the appropriate
zone. Conversely, the Even scenario divides zones uniformly,
disregarding body integrity, which can harm the accuracy of
CNN embeddings. We also assess the impact of excluding
the original image from the masked sequence, labeled as
Default®. Results are given in

The results show that even masking slightly degrades
performance due to dense zone separation. However, the
attention mechanism helps maintain accuracy by connecting
different body parts across masked zones. While the even
masking method increases the sequence length, resulting in
greater computational overhead, losing the global context
from the original depth image significantly decreases accu-
racy. Thus, the default settings are optimal for maintaining
both high accuracy and efficiency in the masking procedure.

E. Field Experiments
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Fig. 8: The trajectory of the robot and the human user when
the robot follows the human from the front.

To evaluate front-following in close-proximity, we
recorded the robot’s trajectory using motor signals and the
human’s trajectory with a 2D LiDAR mounted on the robot.
As shown in the robot successfully maintains an
average distance of under 50 cm from the human and aligns
well with user movement, facilitating close and intelligent
interaction with the user.

VI. LIMITATION & FUTURE RESEARCH

The DTA network effectively predicts human walking in-
tentions in close-proximity interactions but has limitations. It
identifies only eight discrete categories instead of providing
continuous spatial prediction, which is better for free move-
ment. This requires generating continuous motor control,
prompting future work through reinforcement learning. Also,
the DTA’s masking thresholds are limited to front-following
scenarios, needing expert design for other human-robot in-
teractions. We propose making these thresholds learnable
to enhance generalization while maintaining accuracy. Fur-
thermore, incorporating human recognition and clustering of
walking patterns could further improve performance among
diverse users.

VII. CONCLUSION

This paper introduces a Depth-Temporal Attention Net-
work that combines depth images and motor signals for
accurate robot front-following. Using a masking procedure
and depth attention mechanism, the model captures human
walking depth features. The motor signals enhance robot
movement understanding, boosting prediction accuracy in
human-robot interactions. The Temporal Attention Module
processes temporal features, prioritizing key information for
predictions. Consequently, the model achieves an average
prediction accuracy of 91.09% across eight walking intention
categories, enabling safe and intelligent front-following.
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