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Abstract

Deep Neural Networks (DNNs) have shown excellent performance in a wide range of machine learning applications. Knowing the latency of running a DNN model or tensor program on a specific device is useful in various tasks, such as DNN graph- or tensor-level optimization and device selection. Considering the large space of DNN models and devices that impedes direct profiling of all combinations, recent efforts focus on building a predictor to model the performance of DNN models on different devices. However, none of the existing attempts have achieved a cost model that can accurately predict the performance of various tensor programs while supporting both training and inference accelerators. We propose CDMPP, an efficient tensor program latency prediction framework for both cross-model and cross-device prediction. We design an informative but efficient representation of tensor programs, called compact ASTs, and a pre-order-based positional encoding method, to capture the internal structure of tensor programs. We develop a domain-adaptation-inspired method to learn domain-invariant representations and devise a KMeans-based sampling algorithm, for the predictor to learn from different domains (i.e., different DNN operators and devices). Our extensive experiments on a diverse range of DNN models and devices demonstrate that CDMPP significantly outperforms state-of-the-art baselines with 14.03% and 10.85% prediction error for cross-model and cross-device prediction, respectively, and one order of magnitude higher training efficiency. The implementation and the expanded dataset are available at https://github.com/joapolarbear/cdmpp.
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1 Introduction

The adoption of Deep Neural Networks (DNNs) in various applications has boosted the fast development of AI hardware accelerators including GPUs (e.g., T4 [17], V100 [15] and A100 [18]), TPUs [26], Huawei Ascend [30], Habana Goya [40], and various IoT accelerators [42, 48, 61]. It is important to select proper devices [25] and DNN optimization techniques [9, 11, 23, 29, 34, 37, 38, 69] to accelerate DNN training or inference under a specified time and cost budget. The execution latency of various DNN models or operators on different devices is essential for DNN optimization and device selection. For instance, to optimize a DNN model on different devices, Deep Learning (DL) compilers [2, 5, 11] estimate or measure the performance of different tensor programs and select the best tensor programs for each computation subgraph on various devices. Another example is that automatic model-parallel training [35] requires querying the latency of each operator of a DNN on various devices when exploring ways to deploy the DNN on a heterogeneous cluster.

Due to the large space of DNN models and devices and potentially limited access to certain devices, it may not be feasible to profile all DNN models on all devices [25, 43].
Many efforts have been devoted to developing cost models to estimate the performance of DNN models or operators. AutoTVM [11] and Ansor [71] exploit XGBoost [10] as a cost model to estimate the performance of tensor programs, which exploits an ensemble of decision trees and gradient boosting for supervised learning of the performance. The relative performance of a tensor program is predicted, i.e., the ratio of the processing throughput of the tensor program over the throughput of the tensor program with the smallest execution time, for the same computational subgraph in a given dataset. Similarly, TLP [68] estimates the relative time of tensor programs (i.e., the speed-up over the original tensor program after some optimizations are applied) by recursively aggregating loop and computation information of each tensor program using LSTM. The relative time may not be sufficient in different use cases. Given a dataset and a cost model trained on it, if new tensor programs are introduced for each computational subgraph, the tensor program with the largest throughput for the subgraph may differ; this necessitates modifying the entire dataset to update the relative values and re-training the cost model using the entire updated dataset. Besides, it is not feasible to aggregate the relative time of subgraphs to estimate the end-to-end execution time of a DNN model.

Some other studies (e.g., NNLQP [43]) represent the DNN model as a graph and exploit a graph neural network (GNN) to predict the performance of the graph. They cannot provide the latency of each specific operator, which is required by systems such as DL compilers. Besides, GNN-based approaches are relatively coarse-grained by taking a DNN (sub)graph as input, not flexible and efficient enough, e.g., when two DNN models only differ on several operators.

To our best knowledge, there exists no generic predictor that can accurately estimate the absolute latency of operators from various DNN models on different devices. We consider different DNN models and devices as distinct domains and name the cross-domain learning problem as a Cross-Device and Cross-Model (CDCM) prediction problem. The CDCM problem can be divided into two subproblems: (1) cross-model performance prediction (CMPP), that is, on a specific device, modeling the performance of tensor programs extracted from different DNN models and predicting the performance of unseen tensor programs; (2) cross-device performance prediction (CDPP), predicting the performance of a tensor program on a target device, based on its performance knowledge on other devices. It is challenging to develop an accurate and efficient performance model of tensor programs for CDCM.

First, how to efficiently exploit internal structure information of DNN models is the key. Previous studies have emphasized the importance of exploiting the internal structure of tensor programs for accurate performance modeling and proposed using Abstract Syntax Trees (ASTs) as representations of tensor programs to capture their internal structure [5, 57]. However, it is challenging to encode ASTs as inputs of DNNs due to the extremely irregular nature of ASTs. Simple solutions, like template-based padding [57] and AST architecture clustering [5], significantly decrease training efficiency, as they introduce significant data sparsity and small batch sizes, respectively. It is essential to efficiently process ASTs when studying the CDCM problem due to the large dataset involved (we use Tenset [72] with over 50 million samples, each of which is a record of a tensor program and its measured execution time on a specific device).

Next, cross-model and cross-device distribution shifts are difficult to handle. Tensor programs from different DNN models and various devices can follow varying distributions of arithmetic features, memory access patterns and loop nesting, which makes it challenging to learn the universal correlations among tensor programs and their performance [37]. Separately maintaining a cost model for each device or each operator type is not a scalable solution [25]. Some prior studies [43, 57, 68, 70] exploit transfer learning to adapt a cost model to a new device; they do not specify how to effectively collect traces from the target device for fine-tuning. Due to the large cost of trace collection, it is essential to sample a small set of representative tensor programs that can make the cost model adjust faster to the target device, especially with limited time and monetary budgets.

We propose CDMPP, an efficient framework to predict the absolute execution latency of tensor programs from different DNN models across various devices, including both training and inference accelerators. CDMPP introduces a regular and training-friendly structure, namely Compact ASTs, to capture the internal structure of tensor programs for efficient processing. To address the distribution shift, CDMPP learns domain-invariant representations of tensor programs by explicitly minimizing the distribution discrepancy across DNN models and devices, and proposes a clustering-based sampling strategy to guide profiling on the target device. CDMPP also utilizes a replayer to estimate end-to-end DNN performance in a bottom-up manner, with the estimated latency of each tensor program. In summary, we make the following contributions in this paper:

- To exploit the internal structure of tensor programs efficiently, we introduce a concise yet training-friendly representation of tensor programs, namely Compact ASTs, and a pre-order-based position encoding method. Compact ASTs are regular with a small range of sequence lengths, which enables large-batch training without introducing data sparsity and any loss of loop information.
- We perform theoretical and empirical analysis on domain differences presented in both CDPP and CMDD cases. Accordingly, we introduce a domain-shift-based regularization term into our training objective, to learn domain-invariant representations that are robust to various DNN models and
We aim to develop a generic cost model to estimate the absolute time of different tensor programs on diverse devices.

2.2 Cross-Device Cross-Model (CDCM) Prediction

We expand the Tenset dataset to include a broader range of devices, e.g., GPUs (e.g., A100, V100, P100) and inference accelerators (e.g., HL-100), and provide a larger dataset better suited for the CDCM problem. The expanded dataset is open-sourced to facilitate future research in this direction.

Our extensive experiments show that CDMPP achieves 14.03% and 10.85% prediction error for cross-model and cross-device tensor program latency prediction, respectively. In addition, the training throughput of CDMPP is one order of magnitude higher than the other DNN-based methods.

2 Background and Motivation

2.1 Deep Learning Compilers

DL compilers [2, 5, 11, 41] have recently emerged that optimize DNN models in both the graph level and the tensor level and convert DNN models written with different ML frameworks (e.g., TensorFlow [1], PyTorch [52]) to hardware code. State-of-the-art DL compilers consist of three parts: 1) frontends that treat DL models as computational graphs and perform graph-level and tensor-level optimizations on computational graphs written in different high-level languages; 2) unified Intermediate Representations (IRs) to represent DNN models lowered from different frontends; 3) device-specific backends, each of which translates the IR to hardware code that can run on the specific device (aka code generation).

TVM [11] is a popular open-source DL compiler whose frontends decompose the high-level computational graph to a set of computational subgraphs after applying graph-level optimizations. Each subgraph corresponds to one or several operator(s) in the original DNN model. TVM performs tensor-level optimization by applying some schedule primitives on each subgraph to generate a tensor program in the form of TVM IR (TIR). With various combinations of schedule primitives, one subgraph can be converted to tens of thousands of tensor programs. TVM’s auto-tuning scheduler [71] assigns a task for each subgraph to search for its optimal tensor program. To demonstrate the effectiveness of our proposed framework, we estimate the performance of tensor programs written as TIR on diverse devices, considering TVM’s popularity in this community. The same idea can be applied to other DL compilers.

2.2 Cross-Device Cross-Model (CDCM) Prediction

We aim to develop a generic cost model to estimate the absolute time of different tensor programs on diverse devices. Why cross-model? DNN optimizations, including Neural Architecture Search (NAS) [54], graph-level optimization (e.g., operator fusion [33, 34]) and tensor-level optimization (e.g., loop tiling [11]), involve performance queries of operators from different DNN models. To handle behavior differences between different operators and distribution shifts between DNN models, one intuitive approach is to maintain a cost model for each kind of operator. Habitat [25] learns an MLP for each kind of operator that uses different GPU kernels in the source and target devices, including 2D Conv2D, LSTM, etc. This approach is not scalable due to the diversity of DNN operators, especially when the operators can be fused or partitioned. It will be very useful to design a unified cost model that can predict the performance of unseen tensor programs or DNN models.

Why cross-device? DL users often need to decide which hardware accelerators to use. For example, given a DNN model, a developer may have the following options to run model training or inference: 1) a private computer with desktop GPUs, e.g., 2080 Ti [16]; 2) a cluster within an organization equipped with server-class GPUs (e.g., V100 [15], A100 [18]); 3) CPUs (e.g., Intel Platinum [32], AMD EPYC [4]) or inference accelerators such as Habana HL-100 [40]. These options vary vastly in performance and monetary cost. Estimating the performance of DNN models on specific devices before renting or purchasing them can significantly help users make better decisions to meet their latency and monetary budgets. It is hence critical to devise a predictor that can estimate DNN Performance on various devices, including both training and inference accelerators.

Another application where both CMPP and CDPP are required is to automatically search for the optimal model parallelism strategy, i.e., determining which operators to be deployed on which devices, especially when running a DNN model on a set of heterogeneous devices. The search algorithm needs to query the latency of an operator if the operator is unseen (i.e., CMPP) or the operator is deployed on an unseen device (i.e., CDPP).

Table 1 summarizes recent studies on DNN performance prediction grouped into two categories. The first group focuses on performance modeling on a specific device, i.e., CMPP. For instance, AutoTVM [11] utilizes XGBoost [10] to predict the relative performances of tensor programs. Tiramisu [5] designs an LSTM-based recursive cost model for performance speedup prediction on CPUs when code transformations are applied. Kaufman et al. [37] exploit a GNN to predict the latency of a subgraph on Tensor Processing Units (TPUs). MetaTune [57] introduces a graph template to generate uniform input features. The second group includes solutions specifically designed for CDPP. Habitat [25] leverages the Roofline model [65] to scale the performance of an operator from one GPU to a different GPU but requires the operator to be implemented using the same kernels in the two GPUs. NNLQP [43] supports model-level latency...
Table 1. Prior research on DNN performance prediction.

<table>
<thead>
<tr>
<th>Method</th>
<th>Absolute Time Prediction</th>
<th>Model Level Prediction</th>
<th>Op/kernel-level Prediction</th>
<th>Cross-device</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaufman, et al. [37] (2021)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>MetaTune [57] (2021)</td>
<td>✓</td>
<td></td>
<td>Conv and MatMuls only</td>
<td>✗</td>
</tr>
<tr>
<td>Habitat [25] (2021)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>GPUs only</td>
</tr>
<tr>
<td>NNLQP [43] (2022)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>TLP [68] (2023)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>CDMPP</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Example tensor program and AST. Numbers in black are used to identify nodes.

Figure 2. AST node number distribution in Tenset dataset: a) the distribution of node number in ASTs; b) distribution of leaf node number in ASTs.

2.3 Challenge in AST Feature Extraction

Selecting a proper representation of tensor programs is important for accurate performance modeling. Previous works [5, 57] have represented tensor programs as Abstract Syntax Trees (ASTs). Fig. 1 shows an example of the tensor programs of a fused Convolution and ReLU kernel (Fig. 1(b)) and its AST (Fig. 1(c)) constructed with Tiramisu [5]. There are two types of nodes in the proposed AST format in Tiramisu: 1) leaf nodes, where computation and memory access happen; 2) non-leaf nodes without node features, representing loop variables. Treating each loop variable as a node in the AST results in extremely irregular AST structures (i.e., the number of nodes and their positions vary significantly across ASTs of different tensor programs), due to the complex and diverse structures of tensor programs. Fig. 2(a) plots the distribution of node numbers in ASTs in the Tenset dataset and the range of node numbers is large.

To exploit the internal structure of ASTs, Tiramisu [5] proposes an LSTM-based recurrent and recursive network (RNN) to iteratively aggregate an AST by traversing all nodes in the AST. However, this traversal process is highly dependent on the AST structure and only inputs with the same AST architecture can be batched together for learning. Due to irregular AST structures, batch sizes used in the training process in Tiramisu are small, resulting in low computation resource utilization and extremely low training efficiency [39]. To extract uniform AST-based features for execution time prediction of convolutional neural networks (CNNs) at the queries on various hardware using a GNN-based feature extractor and device-specific regression layers. TLP [68] suggests extracting features from schedule primitives for tensor programs to avoid heavy feature engineering but targets relative performance prediction. In summary, there exists no cost model that can predict the absolute time at the op- or tensor-program-level and supports both training and inference accelerators.
kernel level, MetaTune [57] augments each extracted AST to fit into a uniform super-graph template dedicated to convolution kernels. However, it is difficult to extend the template to other types of kernels due to the complexity and diversity of different kernels. Besides, given a large number of irregular AST structures, aligning small ASTs to a large template introduces significant sparsity into features, preventing efficient and accurate learning of the cost models [53].

**Opportunity.** Fig. 2(b) shows that the range of leaf node number in the ASTs is much more limited. We are inspired by this observation to design a regular feature structure by keeping only leaf nodes and incorporating loop information (e.g., the nesting level, and loop variable range) into the computation vector extracted for each leaf node. As a result, the AST is converted into a sequence of computation vectors of similar length. To ensure that the locations of leaf nodes in the AST are not lost, we record them and encode them into the sequence.

### 2.4 Challenge in Cross-Domain Prediction

The distribution of tensor programs in different DNN models varies due to the difference in the types of operators used. For instance, CNNs [27] typically have a higher proportion of convolutional operators, while RNNs tend to be dominated by recurrent units and LSTM operators. Some previous methods [25, 37] maintain a unified cross-model by assigning a unique op_id to each type of operator and combining the op_id with operator-specific parameters to generate features. However, the op_ids fail to reflect the correlation between different operators, making the predictor fail to generalize to new operators. Instead, we expect a cost model that learns a common representation that can be generalized across various DNN models with different operators.

In addition, running the same set of tensor programs on different devices often leads to vastly different performances. The performance difference is hard to be estimated only using simple hardware parameters such as peak FLOPS and memory bandwidth, even when the devices are from the same hardware vendor (e.g., different models of NVIDIA GPUs) [25]. To address the performance shift between devices, previous works [43, 57, 68, 70] have suggested fine-tuning the cost model on the target device. However, they do not discuss which tensor programs to profile on the target device for cost model fine-tuning, which is very relevant when the target device is not always available, and profiling the whole DNN model is very time-consuming. For example, profiling all tensor programs in the Tenset dataset on one specific device takes days and even weeks. It is important to select tensor programs that can better represent the entire dataset to profile, for achieving better fine-tuning results with limited resources.

**Opportunity.** TIRs provide a common representation for tensor programs of different computational subgraphs, enabling us to learn the correlations among tensor programs from different subgraphs. For cross-device learning, assuming that the same set of tensor programs are run on different devices, we can leverage the extracted features in the source devices to identify tensor programs that can best represent the entire set of tensor programs.

### 3 CDMPP Overview

#### 3.1 Problem Formulation

We aim to build a predictor for precise performance prediction of tensor programs from different DNN models on various devices, i.e., solving the CDCM problem. Formally, the goal of the predictor is to predict the latency \( y \) of a tensor program using the TIR presentation \( x \) of the tensor program.

Intuitively, different DNN models \( M \) would induce different sets of TIR presentations of tensor programs due to the different types of operators they use. We can view the TIR representation \( x \) from model \( M \) as generated from a distribution \( P_M \), dependent on the model \( M \). The performance of a tensor program would condition on the device \( D \) it runs [25], and we use \( P(y|x,D) \) to denote the execution time distribution for \( x \) with a given device \( D \). Our CDCM prediction problem with model \( M \) and device \( D \) is to learn a cost model to predict the performance of any tensor program from model \( M \) on device \( D \), with input \( x \) generated from distribution \( P_M(x,y|D) = P_M(x|D)P(y|x,D) \).

Let \( D \) denote the set of all devices and \( \mathcal{M} \) be the set of all DNN models. We use \( \mathcal{F}(\cdot) \) to represent our cost model and \( \mathcal{L}(\cdot) \) as a loss function to measure the difference between the predicted execution time and the ground truth \( y \). The CDCM tensor program performance prediction problem can be formulated as follows:

\[
\min_{\mathcal{F}} \max_{M \in \mathcal{M}, D \in \mathcal{D}} \mathbb{E}_{(x,y) \sim P_M(x,y|D)}[\mathcal{L}(\mathcal{F}(x), y)|D].
\]  

(1)

In practice, we do not have thorough access to data from all possible models \( \mathcal{M} \) and devices \( \mathcal{D} \). We rely on a finite dataset \( \mathcal{S} \) sampled from some finite mixtures of the distributions \( P_M(x,y|D) \) to support prediction modeling. For instance, we study the CDCM problem on the Tenset [72] dataset, with records extracted from 120 ML models on 2 GPU models and 4 CPU models. We also supplement the dataset with 3 more...
We propose CDMPP, a system to tackle the CDCM problem, where \( f \) learns from different domains (aka different DNN models in the form of \( x \)). To learn from different domains (cross-device learning), we train the predictor with \( \mathcal{S} \) discrepancy \([44]\) is a metric for distribution difference. For distribution difference among the latent representations (i.e., the output term into the training objective, such that the distribution and devices is minimized. Here, CMD (Central Moment Discrepancy \([44]\)) is a metric for distribution difference. For cross-device learning, we train the predictor with \( \mathcal{S}^{\text{train}} \) and fine-tune it with sampled features from the target device. The learner also contains an auto-tuner that performs an automatic search for optimal hyper-parameters and neural architecture for the predictor.

**End-to-end Performance Prediction.** To evaluate the end-to-end execution time of a DNN model, the DNN model is dissected into a set of tensor programs, and a tensor-program-based Data Flow Graph (DFG) is constructed (each node in the DFG represents a tensor program and the edges describe dependencies between tensor programs), by the DFG handler. For each tensor program, the Feature Extractor parses its features and queries the predictor to obtain its execution time. A replayer then simulates the execution of the DNN model on a specific device: it decides the execution order and timestamps of each tensor program using a topological sorting algorithm \([29]\), based on the tensor-program-based DFG and predicted time of each tensor program, thus obtaining the end-to-end execution time.

We next detail the design of compact AST and custom positional encoding method in Sec. 4, describe the predictor architecture and cross-domain learning design in Sec. 5.

### 4 Feature Extraction

#### 4.1 Compact AST

Feature engineering is a vital step in tensor program latency modeling. Device-independent factors that affect tensor program performance can be divided into three categories: 1) computation expressions, corresponding to leaf nodes in ASTs, which describe the detailed computation type and memory pattern; 2) loop information related to each computation expression, including the number of loops, lengths of loops (i.e., iteration range of loop variables) and each loop’s property (e.g., whether a loop is vectorized, unrolled or parallelized); 3) the location of each computation expression in the tensor program, which may affect memory locality. Our goal is to design an AST-based feature format that encapsulates all necessary information in a compact and regular structure so that our predictor can efficiently consume features without any loss of useful information.

We carefully design a Compact AST to represent each tensor program. Based on the AST of a tensor program (e.g., as built with Tiramisu \([5]\)), we extract a computation vector with the same set of features for each leaf node of an AST as in \(^1\), which consists of computation and memory access, loop information related to each computation expression, i.e., the first two categories of device-independent factors summarized above. As illustrated in Fig. 1(d), we also serialize the original AST based on the pre-order traversal with a special maker, e.g. -1 in our case, appended after each leaf node, to capture locations of computation expressions (leaf nodes) and loop nesting information. We record the index of each leaf node in the traversal ordering and generate the

---

\(^1\)Ansor: https://arxiv.org/abs/2006.06762
ordering vector used for positional encoding. The computation vectors of leaf nodes and the ordering vector constitute a Compact AST.

Compared to original ASTs, the Compact AST design reduces the feature size while retaining all device-independent factors that may affect tensor program performance. As the range of leaf node number is small among tensor programs (Fig. 2(b)), our feature size is more regular. We design a predictor learning framework (Sec. 5.1) based on the leaf node number, to effectively handle the variable-length feature inputs without much overhead.

4.2 Positional Encoding

We encode the computation vectors of leaf nodes and the serialized AST to generate our feature for each tensor program (Fig. 1(d)) using positional encoding (PE). Positional encoding has been commonly used in Natural Language Processing (NLP) and Computer Vision (CV) to represent the position of an element in a sequence in the input to a neural network [20, 22, 62]. We consider the sequence of leaf nodes (expressions) in a Compact AST and utilize the ordering vector in the Compact AST to calculate positional encoding for each leaf node, such that its position in the original AST is encoded by a unique representation. Specifically, let $N_{\text{entry}}$ be the length of the computation vector of each leaf node. Let $V$ be the ordering vector, the position encoding of the $\xi$-th leaf node is computed as

$$
\text{position}(\xi, 2\delta) = \sin \left(\frac{V[\xi]}{2^\delta / N_{\text{entry}} \Theta} \right)
$$

$$
\text{position}(\xi, 2\delta + 1) = \cos \left(\frac{V[\xi]}{2^\delta / N_{\text{entry}} \Theta} \right)
$$

where $\delta \in [0, N_{\text{entry}}/2]$ denotes the entry id in the output positional embedding, and $\Theta$ is a user-defined scalar that affects how fast frequencies are decreasing along the vector dimension and is usually set to 10000 [62].

4.3 Device-dependent Features

The Feature Extractor extracts not only Compact ASTs but also device-dependent features. These features are related to hardware specifications of each device such as clock frequency, memory bandwidth, computation cores, the peak number of floating-point operations per second (FLOPS) in different precisions, L1/L2 cache size, memory size, etc. They are used to model how a tensor program would perform on a specific device, for cross-device performance prediction.

5 Cross-Domain Learning

5.1 Predictor Model Architecture

We adopt a Transformer-based architecture to encode feature inputs to our predictor. Recent research [62] has proven that Transformer outperforms LSTMs [5, 59] in tasks processing sequence inputs. In addition, a Transformer architecture can be parallelized for more efficient training. We do not use a GNN as GNN layers assume permutation-invariant property of the input data, which may result in loss of ordering information in the subgraphs [46].

As shown in Fig. 4, we feed the device-independent Compact AST $x$ to position encoder, then a Transformer Encoder and a leaf-node-number-specific embedding layer to generate embedding $z_x$ of a fixed sequence length. We also feed device-dependent features $v$ to an MLP network to compute embedding $z_v$. The device-dependent embedding $z_v$ is further aggregated with device-independent embedding $z_x$ to produce embedding $z = z_x \otimes z_v$, which is then fed into the decoder to generate the time prediction $\hat{y}$.

To address the variable-length input due to different leaf node numbers in the Compact ASTs, we use different linear layers to process outputs of the Transformer encoder according to the respective leaf node number ($N_{\text{leaf}}$), i.e., outputs corresponding to Compact ASTs of the same leaf node number are processed by the same linear layer. The linear layers produce embedding $z_x$ of the same length. Compared to the common padding approach that adds zero paddings to force uniform input sequences [57], this leaf node number-based method guarantees uniform input shapes to the decoder without introducing additional sparsity and computation, leading to more efficient predictor model learning. Given the limited range of leaf node numbers, the memory overhead of keeping multiple linear layers is limited.

5.2 Pre-training with Scale-insensitive Training Objective

A machine learning-based cost model is often trained to minimize the mean square error (MSE) [57]. However, when the range of prediction values (i.e., tensor program latencies in our case) differs substantially, MSE often leads to a model whose predictions are about the mean of the performance distribution, underestimating high-latencies and over-estimating low-latencies. Mean Absolute Percentage Error (MAPE) measures the relative error (i.e., the average absolute percentage difference between predicted values and
actual values). When minimizing MAPE as the training objective, overestimation poses a risk of significantly large MAPE error (>> 1), whereas underestimation ensures that the MAPE error remains ≤ 1. In datasets with significant skewness, where a large portion of samples have small values, the cost model tends to produce small predicted values to prevent overestimation for samples with small actual values and achieve a low MAPE error. However, this results in large absolute errors for samples with large actual values. To balance between the absolute and relative errors, we use a scale-insensitive hybrid training objective, which minimizes MSE and MAPE concurrently. Specifically, the loss function adopted in our prediction model pre-training (on the training set \( S_{\text{train}} \)) is as follows:

\[
L_{\text{pre\_train}} = \frac{1}{|S_{\text{train}}|} \times \left( \sum_{i \in S_{\text{train}}} (\hat{y}_i - y_i)^2 + \lambda \sum_{i \in S_{\text{train}}} |\hat{y}_i - y_i|/y_i \right) \tag{3}
\]

where \( \lambda \) is a coefficient to ensure the same order of magnitude of MSE and MAPE terms. We empirically find \( \lambda = 10^{-3} \) performs well in our experiments.

### 5.3 Fine-tuning with CMD-based Regularization

For better prediction performance on a target domain, we fine-tune the prediction model with \( S_{\text{train}} \) and only the input features in the target domain. Fine-tuning aims to minimize both the hybrid errors and the distribution difference between the latent representations (output of the encoder) from source domains and the target domain.

**CMD to measure distribution difference.** Our goal is for our fine-tuned predictor to perform well on different DNN models and devices. One of the most important theoretical results in domain invariant learning is that the generalization risk of the model (i.e., the difference in the average error of a cost model evaluated on model \( M \) and device \( D \) versus that on model \( M' \) and device \( D' \)) can be mitigated by reducing the distance among different domains in the latent space [56]. To put this in our context, recall that \( h \) is our encoder that maps input features to the latent space. With a suitable distribution difference metric \( \Delta(\cdot) \), we have the following bound on the generalization risk for \( D, D' \sim \mathbb{D} \) and \( M, M' \sim \mathbb{M} \) [56]:

\[
E_{(x,y) \sim \mathbb{P}_{M}(x,y) \mid D} [L(F(x), y) \mid D] \\
\leq E_{(x,y) \sim \mathbb{P}_{M'}(x,y) \mid D'} [L(F(x), y) \mid D'] + \Delta(\mathbb{P}(h(x) \mid D, M), \mathbb{P}(h(x) \mid D', M')) \tag{4}
\]

which says the difference in the expected performance of the system between any pair of \( \mathbb{P}_{M'}(x, y \mid D) \) and \( \mathbb{P}_{M}(x, y \mid D) \) is bounded by the distance between their induced representation distributions in the latent space.

Based on this distribution-difference-based bound, we can minimize the following objective in our model fine-tuning [36], to project representations of samples from different domains close together in the representation space:

\[
\min_{h, f} L_{\text{pre\_train}}(f(h(S))) + \\
\text{standard training loss} + \sum_{j=2}^{\infty} \frac{1}{|b - a|^j} \| \Omega_j(\mathbb{P}_1) - \Omega_j(\mathbb{P}_2) \|_2 + \\
\text{regularization for minimizing representation difference} \tag{5}
\]

One practical divergence measure for \( \Delta(\cdot) \) is the Central Moment Discrepancy [67], which is theoretically grounded, efficient to implement and compute, and has shown superior empirical success in learning domain invariant representations [44, 74]. Given two distributions \( \mathbb{P}_1, \mathbb{P}_2 \), the CMD distance can be defined as:

\[
\text{CMD}(\mathbb{P}_1, \mathbb{P}_2) = \frac{1}{|b - a|} \| \mathbb{E}(\mathbb{P}_1) - \mathbb{E}(\mathbb{P}_2) \|_2 + \\
\sum_{j=2}^{\infty} \frac{1}{|b - a|^j} \| \Omega_j(\mathbb{P}_1) - \Omega_j(\mathbb{P}_2) \|_2 \tag{6}
\]

where \( a, b \) are the joint distribution support of the distributions \( \mathbb{P}_1 \) and \( \mathbb{P}_2 \), respectively, and \( \Omega_j(\mathbb{P}_i) = \mathbb{E}(\mathbb{P}_i - \mathbb{E}(\mathbb{P}_i))^j \) is the \( j \)-th order moment. In practice, a limited number of moments are usually needed (e.g., \( j \leq 5 \)) [44].

We then obtain the training objective for our predictor fine-tuning as follows:

\[
L_{\text{fine\_tune}} = L_{\text{pre\_train}} + \alpha \times \text{CMD}(z_s, z_t) \tag{7}
\]

where \( z_s \) and \( z_t \) are latent representations of the source domain (e.g., a set of devices for CDPP) and the target domain (e.g., a set of devices disjoint to source devices for CDPP), respectively. \( \alpha \) is a coefficient decided by the auto-tuner.

**Sampling Strategy for Fine-tuning on Target Device.** To achieve fast fine-tuning for accurate performance prediction on a new device, we should select tensor programs that best represent the entire dataset to profile on the target device. As tensor programs for different devices may not be exactly the same (e.g., a tensor program for GPU cannot be directly run on CPU), we sample representative tasks (instead of tensor programs) and profile the respective tensor programs of the tasks on the target device. We consider the same set of \( T \) tasks on different devices. Each task \( \tau \) in set \( T \) has a set of device-independent features \( X_\tau \) (including features of its tensor programs) and corresponding latent representations of its tensor programs \( Z_\tau \). Let \( Z = \bigcup_{r=1}^{\lceil T \rceil} Z_\tau \) denote the set of all latent representations of tasks in \( T \). Our goal is to decide a subset \( Q \) of tasks to profile on the target device, such that the distribution difference between the latent representations of the selected tasks and those of all tasks is minimized.
Algorithm 1: Clustering-based sampling strategy

**Require:** all tensor program features \( X \), number of tasks to select \( \kappa \), all tasks \( T \)

**Ensure:** Selected tasks \( T^* \)

1. \( G \leftarrow \text{KMEANS}(X, \kappa) \)
2. Sort \( G \) in descending order according to the cluster size
3. \( T^* \leftarrow \emptyset \)
4. for \( e = 1 \rightarrow \kappa \) do
   5. for \( r = 1 \rightarrow |T| \) do
      6. \( \Psi[e, r] = (\sum_{j=1}^{|X|} ||G_e - X_r[j]||_2)/|X_r| \)
   7. end for
   8. \( d \leftarrow \text{sorted index of } \Psi[e, 1 : |T|] \) in ascending order
   9. for \( r \in d \) do
      10. if \( r \in T \) then
        11. \( T^* \leftarrow T^* \cup \{ r \}; T \leftarrow T \setminus r; \text{break} \)
      12. end if
   13. end for
   14. end for
5. return \( T^* \)

Recall that \( X \) is the feature space of all possible tensor programs and \( \mathcal{H} \) is the latent/embedding space. Let \( C = \bigcup_{q=1}^{Q} X_Q \) denote the feature set of tasks used for fine-tuning. Let \( c_x = \arg \min_{c \in C} \Delta_{\mathcal{H}}(h(x), h(c)) \) denote the closest \( c \in C \) to \( x \) in the latent space, and \( e = \max_{x \in X} \min_{c \in C} \Delta_{\mathcal{H}}(h(x), h(c)) \), which captures the maximal distance between any tensor program in the input space and the closest tensor program among the finetuning samples in the latent space. We derive the following bound for the generalization risk of the fine-tuned model with respect to the sampling strategy (see Appendix A for the detailed proof):

\[
L_{\text{pre-train}}(x) \leq L_{\text{pre-train}}(c_x) + O(\epsilon) \tag{8}
\]

We propose a clustering-based sampling strategy that minimizes \( \epsilon \) and hence lowers the generation risk, as shown in Algorithm 1. We first perform K-means clustering to divide all tensor program features in \( X \) into \( \kappa \) clusters, \( G_e, e = 1, 2, ..., \kappa \), which are sorted according to the cluster size (line 1-2). Then we calculate a set \( \Psi \), with entry \( \Psi[e, r] = (\sum_{j=1}^{|X|} ||G_e - X_r[j]||_2)/|X_r| \) denoting the average distance of feature \( X_r \) to the center of cluster \( e \) (line 6). We pick one task for each cluster to profile starting from the cluster with the largest cluster size and remove the task from the candidate task set once it is selected. Specifically, for cluster \( e, e = 1, 2, ..., \kappa \), we select the task with the smallest \( \Psi[e, r] \) value in the candidate set (line 9-15).

**NAS and Automatic hyper-parameter tuning.** We employ an auto-tuner to automatically optimize the model architecture and hyper-parameters in our cost model to minimize the prediction error. For model architecture, our focus is primarily on determining the values for the number of transformer encoder layers, the number of MLP layers in the decoder, and the intermediate dimension. As for the hyper-parameters in the cost model, we conduct a search for variables such as \( \sigma \) in Eqn. 7, learning rate, weight decay, optimizer (Adam or SGD), learning rate scheduler, and batch size. To implement the auto-tuner, we utilize Optuna [3], a hyper-parameter optimization framework equipped with state-of-the-art exploring algorithms. We use Optuna to explore the optimal combinations of the aforementioned variables to minimize the evaluation error. Since NAS (Neural Architecture Search) and hyper-parameter search are not the primary focus of this paper, instead of exhaustively searching for the optimal combination, we terminate the auto-tuner after testing approximately 1000 configurations and choose the best one among them, which we find performs well across all our experiments. For detailed values of variables mentioned above, please refer to Appendix B.

5.4 Handling Dataset Skewness

Most ML algorithms exhibit better performance when the input features and output predictions follow standard distributions such as a Gaussian (normal) distribution or the uniform distribution [21]. The dataset we use, which contains Tenset and our own profiled records, is generated by randomly sampling schedules for tasks in various DNN models and collecting their performance on different devices. Fig. 5(a) exhibits a long tail distribution of tensor program latencies in the dataset. Such skewness may significantly hinder an accurate prediction model [28].

Power transformation [64] is a technique to map a non-normal probability distribution more Gaussian-like, which can be used to alleviate the effect of outliers. One example of a power transformation is the Box–Cox transformation [7], which fits an optimal parameter for the mapping through maximum likelihood estimation. Another example is Yeo-Johnson transformation, which can handle negative values and zeros. Quantile transformation transforms variables to a standard distribution, including uniform and normal distributions, and is non-parametric.
We choose among the representative normalization methods to make our tensor program latency data more standard, by evaluating the distribution of tensor program latency after applying each method. Fig. 5 shows that the Box-Cox transformation generates a more normal and symmetric distribution with fewer outliers. Therefore, to rectify the effect of data skewness on our prediction model, we estimate the optimal parameter of the Box–Cox transformation based on the training dataset using an out-of-the-box library \cite{8} and apply inverse Box-Cox transformation to convert the latency back to the original space for error measurement.

5.5 End-to-end Performance Prediction

We have developed a replayer that leverages our cost model as a backbone to predict the end-to-end latency of a DNN model. To achieve this, we begin by constructing a TIR-based Data Flow Graph (DFG) for the given DNN model. The DFG is created by establishing connections between dependent TIR functions based on their dependencies. For each node in the DFG, we extract the corresponding TIR kernel or TIR tensor program for feature extraction. Subsequently, we utilize our cost model to estimate the latency of each node on a specific device. It is important to note that multiple TIR functions may be implemented using the same TIR kernel. In such cases, we only perform the cost model inference once for these TIR functions, optimizing computational efficiency.

The replayer takes the TIR-based DFG and the execution time of each node as inputs. It decides the execution order of nodes on specific devices using a topological sorting algorithm, following the methodology outlined in \cite{29}, and takes the end time of the last scheduled node as the estimated iteration time. Please refer to Appendix C for the detailed simulation algorithm. The replay process to simulate the execution of a DFG with 3 sub-operators that can run in parallel and each sub-operator’s execution time is \( \hat{y}/3 \).

6 Implementation

We extract device-independent features from TIRs using TVM v0.9.dev0 and build our prediction model using PyTorch \cite{51} v1.11.0+cu102. The CDMPP framework is implemented using Python with 15,331 LoC. Users can call the command as follows to query the latency of a network: `\$ cdmpp <network> <batch_size> <device>`.

7 Evaluation

7.1 Experimental Setup

Testbed. We profile the ground truth of DNN models and tensor programs on devices listed in Table 2, including both GPU and non-GPU devices. To train and test the predictor and baselines, we use devices equipped with NVIDIA Tesla V100 32GB GPUs. We use CUDA v11.0 \cite{49} and cuDNN v7.6.5 \cite{50} in our experiments.

Dataset. We train our cost model on a large multi-platform dataset (combining Tenset and our own profiling results), which includes tensor program performance records for 120 DL models (ResNet50 \cite{27}, VGG16 \cite{58}, BERT Base \cite{22}, etc.) on 5 GPU models (Nvidia K80, P100, T4, V100, A100), three CPU models (Intel E5-2673 \cite{31}, AMD EPYC 7452 \cite{4}, Graviton2 \cite{24}), and one inference accelerator (Habana HL-100). Table 2 gives the detailed device features we use for cross-device learning and the dataset size collected from

<table>
<thead>
<tr>
<th>Taxonomy</th>
<th>Device</th>
<th>Clock (MHz)</th>
<th>Mem. (GB)</th>
<th>Mem. bandwidth (Gbps)</th>
<th>Cores</th>
<th># of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>NVIDIA GPUs</td>
<td>T4 [17]</td>
<td>1590</td>
<td>16</td>
<td>320</td>
<td>40</td>
<td>9M</td>
</tr>
<tr>
<td></td>
<td>K80 [13]</td>
<td>824</td>
<td>12</td>
<td>240.6</td>
<td>26</td>
<td>9M</td>
</tr>
<tr>
<td></td>
<td>P100 [14]</td>
<td>1329</td>
<td>16</td>
<td>732.2</td>
<td>56</td>
<td>9M</td>
</tr>
<tr>
<td></td>
<td>V100 [15]</td>
<td>1530</td>
<td>32</td>
<td>900</td>
<td>80</td>
<td>2M</td>
</tr>
<tr>
<td></td>
<td>A100 [18]</td>
<td>1410</td>
<td>40</td>
<td>1555</td>
<td>108</td>
<td>2M</td>
</tr>
<tr>
<td>Inference Accelerators</td>
<td>HL-100 [40]</td>
<td>1575</td>
<td>8</td>
<td>40</td>
<td>11</td>
<td>4K</td>
</tr>
<tr>
<td>CPUs</td>
<td>Intel E5-2673 [31]</td>
<td>2300</td>
<td>2048</td>
<td>572.24</td>
<td>8</td>
<td>9M</td>
</tr>
<tr>
<td></td>
<td>AMD EPYC 7452 [4]</td>
<td>2350</td>
<td>2048</td>
<td>1525.6</td>
<td>4</td>
<td>9M</td>
</tr>
<tr>
<td></td>
<td>ARM Graviton2 [24]</td>
<td>2500</td>
<td>32</td>
<td>4.75</td>
<td>32</td>
<td>9M</td>
</tr>
</tbody>
</table>

Table 2. GPU and non-GPU devices used in evaluation

![Figure 6.](image-url)Comparison of prediction errors at the TIR level. The number on top of each bar is the exact MAPE value.
each device. For T4, K80 and CPUs, we use the data from Tenset [72]; for the remaining devices, we profile tensor program performance on them. We will release the dataset to the community. For cross-model learning, we use a test set $S_{\text{hold}}$ of 3 DNN models (ResNet-50, MobileNet-V2, and BERT-tiny) for each device. We randomly split the remaining dataset into training, validation, and test sets ($S_{\text{train}}, S_{\text{valid}},$ and $S_{\text{test}}$) at a ratio of 8:1:1 for pre-training. For cross-device learning, we pre-train the cost model on $S_{\text{train}}$ from source devices and sample tensor programs from $S_{\text{train}}$ of the target device for fine-tuning and then evaluate the predictor on $S_{\text{test}}$ of the target device. We repeat each experiment 3 times and obtain the average results.

**Baselines.** For cross-model learning, we compare CDMPP with two SOTA predictors: XGBoost [10], a representative rule-based ML method, and Tiramisu, which also utilizes AST-based features. We modify Tiramisu (https://github.com/Tiramisu-Compiler/tiramisu) to enable it to support TVM and use the default settings in Tiramisu, e.g., taking MAPE as the learning objective, using cycle learning rate scheduler, etc. For cross-device learning, we use Habitat and TLP as baselines.

### 7.2 Cross-Model Performance Prediction

**Pre-training performance.** Fig. 6 compares the prediction error of our pre-trained predictor with baselines at the TIR level on different devices. Our predictor achieves a prediction error $< 16\%$ on most devices and outperforms the baselines across all devices. Tiramisu [5] exhibits large errors significantly larger than the values (16%) claimed in their paper. The reason is as follows: 1) the recursive LSTM in Tiramisu requires samples in a batch to have the same original AST structure, while the structure of ASTs in our dataset is extremely irregular, as shown in Fig. 2(a), resulting in small batch sizes and large gradient randomness; 2) Tiramisu is primarily designed to estimate the performance speedup when some transformations are applied to a program thus may not perform optimally when estimating the absolute value of tensor programs in our dataset that encompass values across a large range; 3) As stated in their paper, Tiramisu exhibits an exponential increase in prediction error for speedups that deviate far from 1. In detail, the error is larger than 40% when the speedup is smaller than 0.1, while our dataset encompasses a wide range of values, spanning from hundreds of microseconds to tens of milliseconds. This further reinforces the conclusion that Tiramisu’s performance is compromised when working with our skewed dataset that contains values across a wide range. In terms of training efficiency, our measurements of average throughput over all devices for the three methods reveal that CDMPP (1424 samples/s) improves the training throughput by 1 order of magnitude over Tiramisu (1870 samples/s), because Tiramisu’s LSTM requires recursive computation of loop embeddings according to the structure of input ASTs, with multiple forward passes through the LSTM layers in each iteration. Our predictor utilizes a simpler, more regular feature structure that enables large-batch training. The training throughput with XGBoost (644588 samples/s) is larger than ours because it ensembles simple decision trees and has a smaller prediction model size. The end-to-end training cost for the CDMPP is 1.2 hours on V100, much smaller than Tiramisu’s 9 hours.

**Cross-model prediction performance.** We then evaluate the generalizability of our cost model to unseen DNN
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(a) Prediction onto GPU
(b) Prediction onto non-GPU device

Figure 10. Comparison of cross-device prediction errors at the TIR level. The number on top of each bar is the exact MAPE value.

Figure 11. Hidden representation comparison before and after fine-tuning for CDPP. Target device: EPYC.

models by fine-tuning it with input features sampled from \( S_{hold} \) for each of the three target networks. Fig. 7 plots the cross-model learning results on T4 and EPYC, which show that CDMPP always achieves the lowest prediction error. We further explore why CDMPP performs best by analyzing the hidden representations of source networks and that of the target network in Fig. 8, where t-SNE [6] is applied to reduce the representation dimension. The results show that our CMD-based regularization reduces the distribution discrepancy between latent representations from different networks and allows the predictor to generalize better to the target network.

**End-to-end performance prediction.** We break each DNN model down into a set of tasks and randomly sample a schedule for each task. Fig. 9 compare prediction error of end-to-end model performance against the actual measurements on corresponding devices. CDMPP incurs an average prediction error of 12.4%, substantially outperforming XGBoost and Tiramisu, whose average error rates are 63.8% and 293.6%, respectively. Fig. 9(c) further demonstrate that CDMPP can accurately model the performance of HL-100.

7.3 Cross-Device Performance Prediction

We evaluate the cross-device prediction performance under 3 different combinations of source and target devices: 1) one GPU as target device and the remaining GPUs as source devices (from GPUs to a GPU); 2) one CPU as the target device and the remaining GPUs and CPUs as source devices (from GPUs and CPUs to a CPU; 3) the inference accelerator as the target device and all GPUs as source devices (from GPUs to the inference accelerator). Fig. 10 shows that our fine-tuning-based method achieves the lowest prediction error, 10.85% on average. TLP exhibits a large prediction error on absolute time prediction (it focuses on relative time prediction). Habitat uses simple MLPs to predict the performance of the most “important” operators (conv2d, lstm, bmm and linear) with operator-level features, while in our case, one operator with a specific shape may have different tensor programs when different scheduling is applied. Habitat’s MLP-based cost model struggles to differentiate between these distinct tensor programs lowered from the same operators and has limited generalization to different operator types. In contrast, we exploit the internal structure of tensor programs to boost the learning of common representations across different tensor programs derived from different operators. Fig. 10(b) exhibits that our predictor can generalize well from GPU devices to non-GPU devices. We do not have the results of Habitat here as it only supports GPU devices. Taking the prediction experiment onto EPYC for instance, Fig. 11 shows the latent representation of different devices before and after finetuning, where t-SNE is also applied. The results indicate that our method effectively reduces the distribution shift between two GPUs, as well as between GPUs and CPUs.

We further compare cross-device end-to-end model performance prediction among CDMPP, the ground truth and Habitat in Fig. 12. Here we do not compare with TLP, since it predicts relative performance of each tensor program which cannot be accumulated as the end-to-end performance. Our method, CDMPP, consistently outperforms Habitat with smaller prediction errors in all cases. On average, the prediction error of CDMPP is 15.72%, and 28.01% with Habitat.

7.4 Effect of sampling strategy in fine-tuning

We compare our KMeans-based sampling strategy to random sampling when fine-tuning the cost model (trained on all
Table 3. MAPE (%) with different normalization methods.

<table>
<thead>
<tr>
<th>Device</th>
<th>Box-Cox</th>
<th>Yeo-Johnson</th>
<th>Quantile</th>
<th>original Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>T4</td>
<td>15.18</td>
<td>49.30</td>
<td>17.88</td>
<td>72.55</td>
</tr>
<tr>
<td>A100</td>
<td>17.53</td>
<td>20.09</td>
<td>17.38</td>
<td>68.77</td>
</tr>
<tr>
<td>K80</td>
<td>14.79</td>
<td>24.88</td>
<td>15.37</td>
<td>71.34</td>
</tr>
</tbody>
</table>

Table 4. MAPE (%) with different loss functions.

<table>
<thead>
<tr>
<th>Device</th>
<th>MSE</th>
<th>MAPE</th>
<th>MSPE</th>
<th>MSE+MAPE</th>
<th>MSE+MAPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>T4</td>
<td>20.69</td>
<td>30.74</td>
<td>49.47</td>
<td>15.18</td>
<td></td>
</tr>
<tr>
<td>A100</td>
<td>20.47</td>
<td>25.15</td>
<td>49.44</td>
<td>17.53</td>
<td></td>
</tr>
<tr>
<td>K80</td>
<td>17.63</td>
<td>28.96</td>
<td>212.81</td>
<td>14.79</td>
<td></td>
</tr>
</tbody>
</table>

Figure 14. (a) MAPE (%) w/ and w/o PE; (b) Schedule search results with different cost models for BERT-tiny on T4.

7.5 Ablation Study

Normalization method. Table 3 compares performance of the pre-trained cost model for cross-model learning when different normalization methods are applied to the target labels. We perform the experiment on 3 devices. Box-Cox transformation leads to the smallest test errors, by making the obviously skewed data distribution in our dataset more normal. Without any normalization, the predictor tends to output a value around the mean cost for any inputs, leading to large prediction errors.

Scale-insensitive loss function. We then evaluate the effect of different loss functions by running cross-model learning tasks on different devices. We measure both MAPE (Table 4) and RMSE (Table 5). MSPE (Mean Square Percentage Error) also measures the relative error by summing up the square of the relative error. We empirically observe that 1) taking MSE as the objective function tends to produce values close to the mean of the real values, leading to a large relative error (MAPE) for samples far away from the mean; 2) taking MAPE and MSPE as the objective function makes the predictor prefer relatively small predictions since underestimating large values will not incur significantly large error as over-estimating small values (larger than 100%). In contrast, as shown in Table 4 and Table 5, the scale-insensitive loss function, which explicitly optimizes the absolute and relative error, outperforms any other methods in terms of both MAPE and RMSE.

Positional encoding. Fig. 14(a) compares the prediction errors with and without our customized positional encoding for feature generation. The results prove that positional encoding can reduce the prediction error, revealing that encoding location information of leaf nodes can indeed help the predictor capture the relationship between tensor programs and their performance better.

Schedule search. We also integrate our cost model into the auto-tuning framework in Ansor to evaluate whether it can identify better schedules. We tune a DNN network, BERT-tiny, for 2000 search rounds, and the cost model is used to prune the search space in each search round. Fig. 14(b) shows that using our cost model can help find better schedules. CDMPP’s inference time on V100 is 8 ms across batch sizes from 1 to 400, higher than XGBoost’s 0.2 ms. However, our schedule search experiment reveals that CDMPP can find better schedules while the time ratio for completing 2000 search rounds between CDMPP and XGB varies from 1.5:1 to 2:1. This smaller gap is primarily because Ansor’s algorithm requires performance measuring of selected candidates (e.g., 10 candidates per search round) on real devices, which incurs significant overhead, alleviating the impact of cost model latency.

7.6 Discussion

Extend CDMPP to different DNN models. CDMPP is capable of accurately predicting the latency of various DNN models. When presented with a new DNN model, we employ a feature extraction process from its corresponding tensor programs and leverage the pre-trained cost model, which has been trained on datasets collected from multiple DNN models, for performance prediction. To enhance the
generalization capability to new DNN models, we employ a cross-model fine-tuning method, as depicted in Equation 7, by taking advantage of the dataset distribution specific to the target DNN model. This fine-tuning process aids in achieving enhanced generalization and adaptability when dealing with previously unseen DNN models.

**Extend CDMPP to more devices.** CDMPP is not limited to cross-GPUs only. Given a cost model pre-trained on the GPU dataset, our fine-tuning approach will utilize the clustering results on the available dataset to guide trace collection on target devices, including non-GPU architectures, and adapt the cost model to the new device fast in 10-20 minutes. It never requires re-training from scratch. Fig. 10(b) shows examples of prediction from GPUs to Habana HL-100 and CPUs of different brands (e.g., Intel, ARM, AMD).

8 Related Work

**Cross-device Performance Prediction.** Habitat [25] proposes a roofline-model-based [65] scaling method and MLP-based model to predict performance of ops across different GPUs. TLP [68] extracts features from schedule primitives, instead of tensor programs, and maintains a prediction head for each device. nn-Meter [69] builds a kernel-level latency predictor for model inference on diverse edge devices, but only focuses on CNNs. NNLQP [43] estimates the iteration time of DNN models with a device-independent GNN-based encoder and device-specific prediction heads.

**Cross-model Performance Prediction.** Many works [11, 12, 71] maintain a cost model for each kind of DNN op (Conv2d, Matmul, etc.) or kernel (a subgraph of DNN) separately, which is not scalable considering the variety of DNN models and tensor programs. AutoTVM [11] and Ansor [71] exploit transfer learning to avoid training cost models for each kernel from scratch, while the fine-tuning process for each kernel is still time-consuming. Besides, they only predict the relative order among optimization candidates and do not provide accurate cost estimation. Kaufman et al. [37] decompose a DNN model into computation subgraphs and use a GNN to predict the performance of each subgraph on TPUs [66]. Steiner et al. [59] predict performance of a partial schedule using an LSTM. MetaTune [57] and Tiramisu [5] propose AST-based representations of tensor programs to exploit the internal structure of tensor programs. We did not compare with MetaTune since it is not open-sourced.

**ML Benchmarking.** Benchmark results [19, 45, 55, 73] are available for some specific DNN models (e.g., ResNet50 [27], BERT [22]) and common GPUs. Some non-GPU vendors may publish their benchmark results [47], but are also limited to some common DNN models. We propose a system to predict the performance of any given DNN model without extensively running it on a target device, as long as the model can be represented as TIRs.

9 Conclusion

This paper presents CDMPP, an efficient framework for accurately predicting the performance of tensor programs across different DNN models and devices. The main design highlights include 1) Compact ASTs as a concise feature format to capture internal structures of tensor programs; 2) a customized positional encoding method and a Transformer-based cost model that enables efficient learning of AST-based inputs; 3) a CMD-regularization boosted training objective to learn domain-invariant representations robust to various DNN models; 4) a KMeans-based sampling strategy for cross-device fine-tuning. Our extensive experimental results demonstrate that CDMPP outperforms SOTA baselines in terms of prediction error and training throughput for both cross-model and cross-device performance prediction.
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A Appendix: Proof of Eq. 8

In this appendix, we provide proof of Eq. 8, namely, 
\[ L_{\text{pre}}(x) \leq L_{\text{pre}}(c_x) + O(\epsilon). \]  

Proof: First, recall that \( x \) is the feature space of all possible tensor programs and \( x \in X \) is a given tensor program. \( H \) is the latent/embdding space, and we denote \( h(x) \) as the latent representation of tensor \( x \) in the latent space. \( C \) is our selected tensor program sample for fine-tuning.

For the analysis, we make the standard assumption that the loss function \( L_{\text{pre}} \) is \( L_k \)-Lipschitz continuous with respect to the representation in the latent space, namely, we have that
\[
\| L_{\text{pre}}(h(x)) - L_{\text{pre}}(h(x')) \| \leq L_k \| h(x) - h(x') \|.
\]

Next, recall that \( c_x = \arg \min_{c \in C} d_H(h(x), h(c)) \) is the closest \( c \in C \) to \( x \) in the latent space. Let's consider the difference between \( x \) and \( c_x \). First, note that if \( L_{\text{pre}}(x) > L_{\text{pre}}(c_x) \), Eq. 8 is automatically satisfied and no further derivation is needed, as
\[
\epsilon \geq 0.
\]

Without loss of generality, we may assume that \( L_{\text{pre}}(x) > L_{\text{pre}}(c_x) \). Then, combining the \( L_k \)-Lipschitz continuity of the loss function, we have,
\[
L_{\text{pre}}(x) - L_{\text{pre}}(c_x) = L_{\text{pre}}(h(x)) - L_{\text{pre}}(h(c_x)) \leq L_k \| h(x) - h(c_x) \| \leq L_k \epsilon.
\]

Next, recall that \( \epsilon := \max_{x \in X} \min_{c \in C} d_H(h(x), h(c)) \), which captures the maximal distance between any tensor program in the input space and the closest tensor program among the finetuning samples in the latent space. By the definition, we have that
\[
\epsilon \geq \Delta(h(x), h(c_x)), \quad \forall x, c_x
\]

Substitute this into Eq. 10, we have
\[
L_{\text{pre}}(x) - L_{\text{pre}}(c_x) \leq L_k \Delta(h(x), h(c_x)) \leq L_k \epsilon \leq O(\epsilon)
\]

Therefore, we arrive
\[
L_{\text{pre}}(x) \leq L_{\text{pre}}(c_x) + O(\epsilon).
\]

\[\Box\]

B Auto-tuner Design

Table 6 lists the detailed values found by our auto-tuner. The cost model has 13.8 million parameters in total.

C Replayer Design

To achieve end-to-end performance evaluation, the replayer takes the TIR-based Data Flow Graph (DFG) as input and simulates the execution order of the nodes in the TIR-based DFG. The TIR-based DFG contains nodes, each of which represents a tensor program labeled with its execution time, and edges describing the dependencies between each pair of tensor programs. Algorithm 2 shows the detailed procedure to perform topology-sorting on the TIR-based DFG and estimate the end-to-end performance. Given a set of devices \( D \), we maintain a priority queue for each device, which stores TIR functions whose predecessors have all been executed. The replayed iteratively fetches a TIR function of each priority queue to execute, updates the timestamps as the completed time of this TIR function, and enqueues successors to the corresponding device queue if necessary. In general, our simulation assumes the execution on GPUs with a single device. However, in scenarios where multiple CUDA streams are utilized, we can allocate multiple devices, with each device representing one stream.

D Appendix: Supplement Experiments

D.1 Cross-model fine-tuning

Fig. 15 shows more results for cross-model fine-tuning. In most cases, CDMPP can achieve a small prediciton error. However, in some cases, e.g., when taking MobileNet-V2 as the target network, the prediction error is large for all methods, because the distribution shift between the source and target domain is too large for domain adaption technique to mitigate, as shown in Fig. 16(c). In this case, we recommend augmenting the training set to cover more samples.

D.2 End2end performance for CMP

Fig. 17 evaluates the cross-model prediction error of end-to-end performance against the real performance on various devices. The results show that CDMPP can accurately estimate the latency with an error at most 12.4% and outperform all the baselines.
Algorithm 2: End-to-end Simulation Algorithm

1: **Input:** global DFG: \( G(V, E) \), device set \( D \)
2: **Output:** Iteration Time
3: **for** \( d \in D \) **do**
4: \( d.deviceTime \leftarrow 0 \) \( \triangleright \) initialize deviceTime with 0
5: \( d.queue \leftarrow [] \) \( \triangleright \) initialize device frontier with an empty queue
6: **end for**
7: **for** \( u \in V \) **do**
8: \( u.ref \leftarrow u.indegree \)
9: **if** \( u.ref = 0 \) **then**
10: \( d.queue.enqueue(u) \)
11: **end if**
12: **end for**
13: **while** True **do**
14: \( d = \text{select}(D) \) \( \triangleright \) first device with non-empty deviceTime
15: **if** \( d \) is None **then**
16: stop simulation
17: **end if**
18: \( u \leftarrow d.queue.dequeue(0) \) \( \triangleright \) select the op with the smallest readyTime
19: \( u.start \leftarrow \max(d.deviceTime, u.readyTime) \) \( \triangleright \) decide the start time
20: \( d.deviceTime \leftarrow u.start + u.duration + u.gap \) \( \triangleright \) update device time
21: **Resort** \( D \) by deviceTime \( \triangleright O(\log(|D|)) \)
22: **for** \( c \in u.successors \) **do**
23: \( c.ref \leftarrow c.ref - 1 \)
24: \( c.readyTime \leftarrow \max(c.readyTime, u.start + u.duration + u.gap) \)
25: **if** \( c.ref = 0 \) **then**
26: \( \text{device}(c).queue.enqueue(c) \) \( \triangleright \) Enqueue the successor to the corresponding priority queue.
27: **end if**
28: **end for**
29: **end while**
30: Iteration Time = \( \max([\text{device}(c).deviceTime] \text{ for } c \text{ in } D) \)

D.3 Effect of distribution difference on model generalizability

To illustrate the effects of distribution difference (measured as CMD) on prediction performance, we plot the CMD (x-axis) between two subsets that are randomly sampled from the training set and test set respectively, and the corresponding prediction error (y-axis), for both cross-model and cross-device training in Fig. 18. The performance of the predictor is positively related to prediction error, which indicates a predictor trained on one distribution can be well generalized to another distribution that has a small CMD difference from the training distribution.
Figure 17. End-to-end performance prediction for cross-model learning.

Figure 18. Effect of distribution difference on model generalizability. x-axis: CMD between $X_{train}$ and $X_{test}$ subsets, y-axis: corresponding test error of the subset of $X_{test}$: a) Cross-model learning, where both $X_{train}$ and $X_{test}$ are collected from T4; b) Cross-device learning, where $X_{train}$ and $X_{test}$ are collected from different devices.
A Artifact Appendix

A.1 Abstract
CDMPP is a generic optimized framework for precise performance prediction of tensor programs across diverse DNN models and devices. We provide the source code of CDMPP for artifact evaluation, which implements data preprocessing, cost model training, and model inference.

A.2 Description & Requirements

A.2.1 How to access. You can access the source code of CDMPP at this Github Repo: https://github.com/joapolarbear/cdmpp. The dataset and source code is also available at DOI: 10.6084/m9.figshare.24156084

A.2.2 Hardware dependencies. The current implementation of CDMPP requires GPUs to run the cost model.

A.2.3 Software dependencies.

- customized TVM: https://github.com/joapolarbear/tvm
- dPRO: https://github.com/joapolarbear/dpro
- CUDA driver version >=450.80.02 (Linux) / 452.39 (Windows)

A.2.4 Benchmarks. Dataset: You can access the dataset through the following links:

- dataset_cpu_v3.3.zip: https://drive.google.com/file/d/1JQwGEe8jCpuhZPnUx0Os5b1CJj06uevy6/view
- dataset_gpu_v3.3.zip: https://drive.google.com/file/d/1jqHbmvXUrLPDClqJlaPee_atsPc0ZFFK/view

You can choose to use either the CPU part or the GPU part. Please follow the instructions in [Tenset Dataset](https://github.com/tlc-pack/tenset/blob/main/docs/get_started_with_cost_model_experiments.md) to download the dataset accordingly. Our profiled dataset for A100, V100 and P100 will be available at [DOI: 10.6084/m9.figshare.24156084](https://figshare.com/articles/dataset/cdmpp-data/24156084)

A.3 Set-up

A.3.1 Software Environment. Pull the docker image

docker pull haaanpeng/cdmpp:eurosys

Launch the container

docker run --runtime=nvidia --shm-size 32768m --name hphu-test haaanpeng/cdmpp:eurosys /bin/bash

Download the source code and install dependencies.

cd && git clone --recursive
https://github.com/joapolarbear/cdmpp && cd
cdmpp && bash setup.sh

A.4 Prepare Dataset

A.4.1 Download and unzip. You can choose to use either the CPU part or the GPU part. See [Tenset Dataset](https://github.com/tlc-pack/tenset/blob/main/docs/get_started_with_cost_model_experiments.md) to download the dataset accordingly. Our profiled dataset for A100, V100 and P100 will be available at [DOI: 10.6084/m9.figshare.24156084](https://figshare.com/articles/dataset/cdmpp-data/24156084)

An example of T4 GPU. Here we show an example of downloading the dataset of NVIDIA T4.

1. Change directory to <cdmpp_root_directory>/3rdparty/tenset/scripts/
2. Download. You can download it from Google Drive with the link [dataset_gpu_v3.3.zip](https://drive.google.com/file/d/1jqHbmvXUrLPDClqJlaPee_atsPc0ZFFK/view?usp=sharing). Or you can use the command line

   pip3 install gdown
   gdown https://drive.google.com/uc?id=1jqHbmvXUrLPDClqJlaPee_atsPc0ZFFK

3. Unzip. Put dataset_gpu_v3.3.zip under <cdmpp_root_directory>/3rdparty/tenset/scripts/ and run unzip dataset_gpu_v3.3.zip. A new folder <dataset_gpu> will appear in <cdmpp_root_directory>/3rdparty/tenset/scripts. Make dataset as a soft link to it by the following command

   ln -s <cdmpp_root_directory>/3rdparty/tenset/scripts/dataset_gpu dataset

An example of AMD EPYC 7452 CPU. Here we show an example to download the dataset of AMD EPYC 7452 CPU.

1. Change directory to <cdmpp_root_directory>/3rdparty/tenset/scripts/
2. Download. You can download it from Google Drive with the link [dataset_cpu_v3.3.zip](https://drive.google.com/file/d/1JQwGEe8jCpuhZPnUx0Os5b1CJj06uevy6/view?usp=sharing). Or you can use the command line

   pip3 install gdown
   gdown https://drive.google.com/uc?id=1JQwGEe8jCpuhZPnUx0Os5b1CJj06uevy6

3. Unzip. Put dataset_cpu_v3.3.zip under <cdmpp_root_directory>/3rdparty/tenset/scripts/ and run unzip dataset_cpu_v3.3.zip. A new folder <dataset_cpu> will appear in <cdmpp_root_directory>/3rdparty/tenset/scripts. Make dataset as a soft link to it by the following command

   ln -s <cdmpp_root_directory>/3rdparty/tenset/scripts/dataset_cpu dataset

In the above process, if dataset already exists, just run
After the above processes, you will see several directories under `<cdmpp_root_directory>/3rdparty/tenset/scripts/dataset/measure_records` as follows:

```plaintext
measure_records
  |-t4
  |-k80
```

Note that each directory name represents a specific device and we will use those device names as flags to specify which device we will use to extract features or run training.

### A.4.2 Feature Extraction

After downloading the dataset and putting it on the right path, we will extract features for the dataset of each device. Make sure that you have put the profiled dataset under `3rdparty/tenset/scripts/dataset/measure_records/<DEVICE_MODEL>`, where `<DEVICE_MODEL>` is the device whose dataset you want to extract from. Then, you can run the following commands to extract features.

```bash
cd && cd cdmpp
bash scripts/dataset/gen_raw_feature_all.sh
```

By default, the extracted features will be stored at `workspace/ast_ansor/<DEVICE_MODEL>`. The process of extracting features and data preprocessing may take around 10 ~ 20 minutes for the dataset of each device.

### A.4.3 Data Preprocessing [Optional]

Run the following commands to preprocess the dataset.

```bash
bash scripts/dataset/make_dataset.sh
```

The preprocessed data will be stored under the `tmp` directory. You can also skip this process since this can be done automatically before training starts, i.e., when the preprocessed dataset is required to be used for the first time. This step takes around 5 minutes for the dataset of each device.

### A.5 Evaluation workflow

We mainly shows an example of the process to evaluate cross-model performance prediction, with the dataset collected from T4.

#### A.5.1 Major Claims

- (C1): CDMPP can achieve a prediction error around 19% [refer to Fig. 7-(a) in the paper].

#### A.5.2 Experiments

**Experiment (E1):** [CMPP] [5 human-minutes + 3 ~ 5 GPU compute-hour]: cross model cost model training on the dataset from T4

**[How to]**

Please follow the steps to perform this experiments

**[Preparation]** We will use the configuration file `tmp/search_trial_20221119_1575.yaml`, which contains hyper-parameters found by our auto-tuner, to run the following experiments. You can also change the hyper-parameters in the configuration file according to your requirements.

**[Execution]** Run the following commands

```bash
bash scripts/exp/cross_model.sh none
```

**[Results]** You will see training logs like this

```plaintext
[2023-09-30 13:53:55] [base_learner.py:303] INFO - Time 1240.564 s - Epoch 126 step 27000 bs 600 - loss_train=17.410308837891, {'mape': 0.2110657768101716, 'rmse': 0.00045307391267025536, '20%accuracy': 0.6356699751861042, '10%accuracy': 0.3441997518610422, '5%accuracy': 0.17478287841191067}
```

After training converges, the MAPE should be around 0.19, indicating 19% test error.