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ABSTRACT

Continual learning seeks to empower models to progressively acquire information from a sequence
of tasks. This approach is crucial for many real-world systems, which are dynamic and evolve over
time. Recent research has witnessed a surge in the exploration of Graph Neural Networks (GNN)
in Node-wise Graph Continual Learning (NGCL), a practical yet challenging paradigm involving
the continual training of a GNN on node-related tasks. Despite recent advancements in continual
learning strategies for GNNs in NGCL, a thorough theoretical understanding, especially regarding
its learnability, is lacking. Learnability concerns the existence of a learning algorithm that can pro-
duce a good candidate model from the hypothesis/weight space, which is crucial for model selection
in NGCL development. This paper introduces the first theoretical exploration of the learnability
of GNN in NGCL, revealing that learnability is heavily influenced by structural shifts due to the
interconnected nature of graph data. Specifically, GNNs may not be viable for NGCL under signifi-
cant structural changes, emphasizing the need to manage structural shifts. To mitigate the impact of
structural shifts, we propose a novel experience replay method termed Structure-Evolution-Aware
Experience Replay (SEA-ER). SEA-ER features an innovative experience selection strategy that
capitalizes on the topological awareness of GNNs, alongside a unique replay strategy that employs
structural alignment to effectively counter catastrophic forgetting and diminish the impact of struc-
tural shifts on GNNs in NGCL. Our extensive experiments validate our theoretical insights and the
effectiveness of SEA-ER.

1 INTRODUCTION

Continual learning, also known as incremental learning or life-long learning, investigates machine learning approaches
that enable a model to continuously acquire new knowledge while retaining previously obtained knowledge. This
capability is essential as it allows the model to adapt to new information without forgetting past information. In the
general formulation of continual learning, a stream of tasks arrives sequentially, and the model undergoes rounds of
training sessions to accumulate knowledge for specific objectives, such as classification. The primary goal is to find a
learning algorithm that can continually update the model’s parameters based on the new task without suffering from
catastrophic forgetting (Delange et al., 2021), which refers to the inability to retain previously learned information
when learning new tasks. Continual learning is crucial for the practicality of machine learning systems as it enables
the model to adapt to new information without the need for frequent retraining, which can be costly in the deep learning
regime today.

On the other hand, graph neural networks (GNNs) have gained widespread popularity as effective tools for modeling
graph and relational data structures (Wu et al., 2020; Su et al., 2024a). However, most studies on GNNs have pre-
dominantly focused on static settings, assuming that the underlying graph and learning task remain unchanged. This
approach, while valuable for certain applications, does not reflect the dynamic and evolving nature of real-life net-
works. For example, networks such as citation networks (Zliobaite, 2010) and financial networks (Gama et al., 2014)
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naturally evolve over time, accompanied by the emergence of new tasks. Therefore, to further advance the practicality
and effectiveness of GNNs, it is essential to study their effectiveness and applicability in graph continual learning
(GCL).

Due to its practical significance, recent research has seen an upsurge in the investigation of the application of GNNs in
GCL (Febrinanto et al., 2023; Yuan et al., 2023). Nonetheless, there is a noticeable gap in the theoretical foundations,
particularly regarding the node-level prediction task, commonly referred to as Node-wise Graph Continual Learning
(NGCL) (Su et al., 2023; Zhang et al., 2022). In NGCL, the GNN model undergoes multiple training rounds (tasks)
to accumulate knowledge for specific objectives, such as node classification. In this scenario, vertices across different
tasks can be interconnected, and the introduction of new tasks may alter the structure of the existing graph, as illustrated
in Figure 1. Given that GNNs rely on graph structures as input, these structural changes can lead to shifts in the data
distributions of previous tasks, a phenomenon known as structural shift. Su et al. (2023) has shown that the risk
(upper bound) of the performance of GNNs in NGCL is closely related to structural shift. Nevertheless, it is not yet
clear whether and how structural shifts can affect the learnability of GNNs in NGCL. Learnability concerns whether
there exists a learning algorithm that can produce a good candidate model from the hypothesis/weight space, and the
learnability of GNN in NGCL is crucial to NGCL development. This has motivated the central question of this study:

Is GNN always learnable (a suitable model choice) for NGCL under structural shift?

In this work, we address the aforementioned question by formally formulating and analyzing the learnability of GNNs
in NGCL. To the best of our knowledge, this work presents the first theoretical studies on the learnability of GNNs in
NGCL, and our first contribution is highlighted as follows:

• We present a mathematical formulation for studying the learnability of GNNs in NGCL. This formulation is impor-
tant for a rigorous exploration of the learnability problem. In particular, we prove that a large structural shift can
render GNNs unlearnable in NGCL, as articulated in Theorem 3.1. This implies that GNNs may not be a suitable
choice for NGCL in volatile network systems (experiencing rapid changes in graph structure), answering the central
question of this study. Moreover, this insight is particularly valuable for NGCL development in practice, as it can
guide the model selection process by providing insights on when to select or rule out GNN-like model architectures
for NGCL.

Given the pivotal role of structural shifts in learnability, we conclude the importance of controlling structural shifts
even in scenarios where GNNs are learnable in NGCL. To address this challenge, we focus on experience replay, a
principal method for continual learning, which has been empirically proven to be effective in addressing catastrophic
forgetting in NGCL (Ahrabian et al., 2021; Zhou & Cao, 2021a). We introduce a novel experience replay method
designed to mitigate the impact of structural shifts for GNNs in NGCL. Our contribution in this regard is as follows:

• We introduce Structure-Evolution-Aware Experience Replay (SEA-ER), a novel experience replay method that tar-
gets both catastrophic forgetting and the unique challenge of structural shifts in NGCL. SEA-ER leverages two
key principles - structural alignment and topological awareness of GNNs - to select experience samples and assign
different replaying weights based on their structural similarity to the rest of the graphs. This approach effectively
mitigates structural shifts and catastrophic forgetting for GNNs in NGCL, offering theoretical assurances on long-
term performance (Proposition 4.1).

To further validate the above theoretical results and the effectiveness of our proposed experience replay method, we
conduct an empirical evaluation consisting of real-world and synthetic datasets. The results align with our theoretical
findings and demonstrate the effectiveness of our proposed approach. Our novel experience replay method adeptly
addresses both the structural shift and catastrophic forgetting, outperforming contemporary experience replay methods
in NGCL (Zhou & Cao, 2021a; Ahrabian et al., 2021; Kim et al., 2022).

2 RELATED WORK

2.1 CONTINUAL LEARNING

Continual learning, also known as incremental or lifelong learning, has gained increasing attention in recent years and
has been extensively explored on Euclidean data. We refer readers to surveys (Delange et al., 2021; Parisi et al., 2019;
Biesialska et al., 2020) for a more comprehensive review of these works. The primary challenge of continual learning
is to address the catastrophic forgetting problem, which refers to the degradation in the performance of a model on
previous tasks after being trained on new tasks.
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Figure 1: Illustration of the progression of NGCL. Task 2 introduces a new batch of vertices and results in an update
to the parameters of the model from W2 to W1 using data from the new task. As new vertex batches associated with
the new task τ2 are introduced, the graph structure changes, potentially altering the graph structure (inputs to GNNs)
of the existing vertices, as captured by the changes in their ego graphs. This is referred to as the structural shift.

Existing approaches for addressing this problem can be broadly categorized into three types: regularization-based
methods, experience-replay-based methods, and parameter-isolation-based methods. Regularization-based methods
aim to maintain the model’s performance on previous tasks by penalizing large changes in the model parameters
(Jung et al., 2016; Li & Hoiem, 2017; Kirkpatrick et al., 2017; Farajtabar et al., 2020; Saha et al., 2021). Parameter-
isolation-based methods prevent drastic changes to the parameters that are important for previous tasks by continually
introducing new parameters for new tasks (Rusu et al., 2016; Yoon et al., 2017; 2019; Wortsman et al., 2020; Wu et al.,
2019). Experience-replay-based methods, inspired by the spaced repetition in human learning theory, can be viewed
as a form of memory consolidation for neural networks (Zhou & Cao, 2021b). Experience replay methods consist of
two key components: 1) experience selection and 2) replay strategy. The goal of experience selection is to select a
small set of representative/strong samples from previous data and store them in an experience buffer. Then, the replay
strategy is to strategically retrain the model on the data from the experience buffer to consolidate past knowledge and
counteract catastrophic forgetting.

In this study, we delve into both the theoretical foundations and practical implementations of GNN in NGCL. On the
theoretical front, we leverage established statistical learning frameworks previously utilized in domains such as domain
adaptation (David et al., 2010), multi-task learning (Ben-David & Borbely, 2008), and continual learning (Benavides-
Prado & Riddle, 2022) at large. Specifically, we employ these frameworks to delve into the nature of structural
shifts and their implications for the learnability of GNN within NGCL contexts. Methodologically, we focus on the
experience replay method for its simplicity and effectiveness (Lopez-Paz & Ranzato, 2017; Shin et al., 2017; Aljundi
et al., 2019; Caccia et al., 2020; Chrysakis & Moens, 2020; Knoblauch et al., 2020; Su et al., 2024b). Because
of the non-I.I.D. nature of graph-structured data, experience replay for NGCL requires different treatment (Zhou &
Cao, 2021b). In this work, we propose a novel experience replay method tailored for counteracting the catastrophic
forgetting and structural shift for GNNs in NGCL.

2.2 GRAPH CONTINUAL LEARNING (GCL)

Recently, there has been a surge of interest in GCL due to its practical significance in various applications (Wang
et al., 2022; Xu et al., 2020; Daruna et al., 2021; Kou et al., 2020; Ahrabian et al., 2021; Cai et al., 2022; Wang et al.,
2020a; Liu et al., 2021; Zhang et al., 2021; Zhou & Cao, 2021c; Carta et al., 2021; Zhang et al., 2022; Kim et al.,
2022; Tan et al., 2022). For a detailed review of GCL methodologies and their efficacy, we direct readers to recent
reviews and benchmarks (Zhang et al., 2022; Yuan et al., 2023; Febrinanto et al., 2023). However, most existing
NGCL studies primarily focus on scenarios where the entire graph structure is predefined or where interconnections
between tasks are disregarded. The NGCL setting, where the graph evolves with the introduction of new tasks, remains
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relatively unexplored and warrants a deeper theoretical investigation. To our knowledge, (Su et al., 2023) is the only
existing theoretical study on NGCL with an evolving graph. Su et al. (2023) prove that the catastrophic forgetting risk
(upper bound) of GNNs is determined by the structural shift of the underlying graph structure. In contrast, our work
addresses the learnability of GNNs in NGCL under structural shift, which can be interpreted as a sort of “lower bound”.
We present the first impossibility result regarding the learnability of GNNs in NGCL, underscoring the critical role of
structural shifts. Additionally, we introduce a novel experience replay method that effectively tackles both catastrophic
forgetting and structural shifts in NGCL.

2.3 OTHER RELATED WORKS

While our primary focus is on GCL, it is worth noting there are parallel lines of inquiry within dynamic graph learning
and graph unlearning that intersect with our work in terms of context and terminology. Dynamic graph learning
focuses on enabling GNNs to capture the changing graph structures (Galke et al., 2021; Wang et al., 2020b; Han et al.,
2020; Yu et al., 2018; Nguyen et al., 2018; Ma et al., 2020; Feng et al., 2020; Bielak et al., 2022; Su et al., 2024b).
The goal of dynamic graph learning is to capture the temporal dynamics of the graph into the representation vectors
while having access to all previous information. In contrast, GCL addresses the problem of catastrophic forgetting,
in which the model’s performance on previous tasks degrades after learning new tasks. For evaluation, a dynamic
graph learning algorithm is only tested on the latest data, while GCL models are also evaluated on past data. On the
other hand, the goal of graph unlearning is to ”unlearn” or ”forget” specific patterns, associations, or information that
the GNN has acquired during training on a given dataset or set of tasks. Therefore, dynamic graph learning, graph
unlearning, and GCL are independent and distinct research directions with different focuses and should be considered
separately.

3 LEARNABILITY OF GNN IN NGCL

3.1 PRELIMINARY OF NGCL

We use lowercase letters to denote scalars and graph-related objectives. Furthermore, we use lower and uppercase
boldface letters to denote vectors and matrices, respectively. NGCL assumes the existence of a stream of training
tasks τ1, τ2, ..., τm, characterized by observed vertex batches V1,V2, ...,Vm. Each vertex v is associated with a node
feature vector xv ∈ X and a target label yv ∈ Y . The observed graph structure at training task τi is induced by the
accumulative vertices and given by Gτi = G[

⋃i
j=1 Vj ]. In this setting, the graph structure is evolving as the learning

progresses through different training tasks, as illustrated in Figure. 1.

Node-level learning tasks with GNNs rely on information aggregation within the k-hop neighbourhood of a node as
input. To accommodate this nature, we adopt a local view in the learning problem formulation. We denote Nk(v) as
the k-hop neighborhood of vertex v, and the nodes in Nk(v) form an ego-graph Gv , which consists of a (local) node
feature matrix Xv = {xu|u ∈ Nk(v)} and a (local) adjacency matrix Av = {auw|u,w ∈ Nk(v)}. We denote G as
the space of possible ego-graph and Gv = (Av,Xv) as the ego-graph for the target vertex v. Let GV = {Gv|v ∈ V}
denote the set of ego graphs associated with vertex set V . From the perspective of GNNs, the ego-graph Gv is the
Markov blanket containing all necessary information for the prediction problem for the root vertex v. Therefore, we
can see the prediction problem associated with data {(Gv, yv)}v∈Vi from training session τi as drawn from a joint
distribution P(yv,Gv|Vi). The dependency of the vertex is captured and manifested through the underlying graph
structure in the above formulation.

Let F denote the hypothesis space and F ∈ F be a classifier with ŷv = F (Gv) and L(., .) 7→ R be a given loss
function. We use RL

P(yv,Gv|V)(F ) to denote the generalization performance of the classifier f with respect to L and
P(yv,Gv|V), and it is defined as follows:

RL
P(yv,Gv|V)(F ) = EP(yv,Gv|V)[L(F (Gv), yv)]. (3.1)

Catastrophic Forgetting. With the formulation above, the catastrophic forgetting (CF) of a classifier F after being
trained on τm can be characterized by the retention of performance on previous vertices/tasks, given by:

CF(F ) := RL
P(yv,Gv|V1,...,Vm−1)

(F ), (3.2)

which translates to the retention of performance of the classifier F from τm on the previous tasks τ1, ..., τm−1.
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3.2 STRUCTURAL SHIFT AND LEARNABILITY

This paper delves into the relationship between structural shifts and the learnability of GNNs in NGCL. We begin with
defining the expressiveness of the hypothesis space and characterizing the structural shift.
Definition 1 (Expressiveness of hypothesis space). For a set of distributions {P1,P2, ...,Pk} and a hypothesis space
F , we define the joint prediction error of the hypothesis space on the given distributions as,

λF ({P1,P2, ...,Pk}) = inf
F∈F

 ∑
P∈{P1,P2,...,Pk}

RL
P (F )

 .

The joint prediction error characterizes the capability (expressiveness) of the hypothesis space to simultaneously fit a
given set of distributions. Clearly, the expressiveness of the hypothesis space is a trivial necessary condition for the
learnability of a given setting. If the expressiveness of the hypothesis space is insufficient, even the best classifier
within the hypothesis space would yield poor performance. Throughout the paper, we focus our analysis on structural
shifts, assuming that the training samples for each task and the expressive power of the hypothesis space are sufficient.
This means that when all the tasks are presented together, there exists a learning algorithm that can produce a classifier
within the hypothesis space that incurs minimal error. Further discussion on expressiveness and sample complexity is
provided in Appendix A.

Next, we formalize the notion of structural shift among different vertex batches (tasks).
Definition 2. Let P1 and P2 be two distributions over some domain X , F∆F-distance between P1 and P2 is defined
as,

dF∆F (P1,P2) = 2 sup
A∈F∆F

∥P1(A)− P2(A)∥,

where F∆F = {{x ∈ X : F (x) ̸= F ′(x)} : F, F ′ ∈ F}.

F∆F-distance is commonly used to capture the relatedness (distance) of distributions with respect to the hypothesis
space F (Redko et al., 2020). Here, we use it to characterize the effect of the emerging task on the distribution of the
previous vertex tasks. If the structural shift among different tasks is large, then the appearance of the new vertex batch
would shift the distribution of the previous vertex batch to a larger extent. Consequently, the F∆F-distance between
the updated distribution and the previous distribution would be large

Without loss of generality, we may gauge our learnability analysis toward the case of two training sessions, referred to
as the NGCL-2 problem. If the NGCL-2 problem is not learnable, then trivially, the general NGCL-k is not learnable.
Furthermore, the corresponding insight can also be easily extended to multiple training tasks by recursively applying
the analysis and treating consecutive tasks as a joint task. The NGCL-2 problem is characterized by three distributions:
P(y,Gv|V1,Gτ1), P(y,Gv|V1,Gτ2), and P(y,Gv|V2,Gτ2), which are the distributions of V1 in graphs Gτ1 and Gτ2 ,
and the distribution of V2 in graph Gτ2 . Then, the following theorem captures the learnability of GNN in NGCL-2.
Theorem 3.1 (necessity of controllable structural shift, informal). Let F be a hypothesis space over G× Y captured
by GNNs. If there is no control on

dF∆F
(
P(y,Gv|V1,Gτ1),P(y,Gv|V2,Gτ2)

)
and dF∆F

(
P(y,Gv|V1,Gτ1),P(y,Gv|V1,Gτ2)

)
then, for every c > 0, there exists an instance of NGCL-2 problem satisfying the following:

1. λF ({P(y,Gv|V1,Gτ1),P(y,Gv|V1,Gτ2)}) ≤ c,

2. for any given continual learning algorithms, there is at least 1/2 probability that it would produce a classifier
F from F with CF(F ) at least 1/2.

The formal version and proof of Theorem 3.1 can be found in Appendix A. Theorem 3.1 indicates that even if the
hypothesis space is expressive enough (i.e., each individual task and their combination are learnable by the GNNs),
the NGCL problem might still not be learnable without control on the structural shift among different vertex batches.
We make the following remarks.
Remark 3.2. Theorem 3.1 suggests that when considering continual learning for a volatile network (a large structural
shift), a GNN-like model is not a suitable candidate, as its learnability is heavily damaged by the structural shift.
Different treatment is required. This renders an interesting future direction but beyond the scope of this paper.
Remark 3.3. The structural shift can harm the learnability of GNNs in NGCL. Recognizing this pivotal role of struc-
tural shift, we conclude that it is important to control structural shifts even in scenarios where GNNs are learnable in
NGCL. This motivates our design of the experience replay method described in the next section and can be extended
to modify other continual learning methods for GNNs in NGCL.
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4 STRUCTURE-EVOLUTION-AWARE EXPERIENCE REPLAY (SEA-ER)

In the preceding sections, we explored the learnability of GNN within the NGCL context, highlighting the significance
of structural shifts in this learnability. Shifting focus from theoretical aspects to practical implementations in this sec-
tion, we examine the application of the experience replay method in NGCL. We introduce SEA-ER, which integrates
the topology awareness of GNNs with structural alignment to mitigate catastrophic forgetting and address structural
shifts in the NGCL problem. Experience replay involves two key components: 1) experience buffer selection, which
entails choosing representative data samples from the past, and 2) replay strategy, determining how the experience
buffer is utilized in training with new tasks. The pseudo-code for our methods can be found in Appendix E.

4.1 TOPOLOGY-AWARE EXPERIENCE BUFFER SELECTION

We denote the experience buffer for task τi as Pi = {P1, P2, ..., Pi−1}, where Pj represents samples selected from
task τj . GNNs have demonstrated superior generalization performance on vertices with closely related structural
characteristics (Ma et al., 2021). Accordingly, we propose an experience buffer selection strategy that chooses samples
with the closest structural similarity to the remaining vertices. This strategy is formulated as the optimization problem:

argmin
Pj⊂Vj

max
u∈Vj\Pj

min
v∈Pj

dspd(u, v),

s.t. |Pj | = b.
(4.1)

Here, dspd(.) represents the shortest path distance in the graph, and b is the number of samples (budget) to select from
each task. The optimization above returns a set Pj with close structural similarity to the rest of the vertices within the
same task. For our experiments, we adopt the classic farthest-first traversal algorithm to obtain a solution.

4.2 REPLAY STRATEGY WITH STRUCTURAL ALIGNMENT

The standard replay strategy incorporates the experience buffer into the training set of the newest task, treating the
samples in the buffer as normal training data. However, structural shifts induced by evolving graph structures from
Gτi−1 to Gτi can alter the distribution of vertices from the previous task, potentially leading to suboptimal learning. To
mitigate the impact of structural shift, we propose a replay strategy with structural alignment. This strategy assigns
higher weights to replay samples that are more similar to the distribution before the structural shift, ensuring that the
model prioritizes relevant information. The learning objective with structural alignment is given by:

L =
1

|Vtrain
i |

∑
v∈Vtrain

i

L(v) +
∑

Pj∈Pi

1

|Pj |
∑
v∈Pj

βvL(v), (4.2)

where βv (highlighted in blue) is the main difference from the standard replay strategy and represents the weight for
vertex v in the experience buffer. To determine β (collection of βv), we use kernel mean matching (KMM) Gretton
et al. (2009) with respect to the embeddings of vertices in the experience buffer. This involves solving the following
convex quadratic problem:

min
β

∥∥∥ ∑
Pj∈Pi

∑
v∈Pj

βvϕ(hv)− ϕ(h′
v)
∥∥∥2,

s.t. Bl ≤ βv < Bu,

(4.3)

where hv is the node embedding of v (output of the GNN) with respect to Gτi and h′
v is the node embedding of v with

respect to Gτi−1
. Eq. 4.3 is equivalent to match the mean elements in some kernel space K(., .) and ϕ(.) is the feature

map to the reproducing kernel Hilbert space induced by the kernel K(., .). In our experiment, we use a mixture of
Gaussian kernel K(x, y) =

∑
αi

e−αi||x−y||2 , αi = 1, 0.1, 0.01. The lower bound Bl and upper bound Bu constraints
are to ensure reasonable weight for most of the instances.

4.3 THEORETICAL ANALYSIS OF SEA-ER

In this section, we provide a theoretical foundation for our proposed method by introducing the concept of distortion
rate, which helps characterize the topological awareness of GNNs.
Definition 3 (distortion rate). Given two metric spaces (Q, d) and (Q′, d′) and a mapping γ : Q 7→ Q′, γ is said to
have a distortion α ≥ 1, if there exists a constant r > 0 such that ∀u, v ∈ E ,

rd(u, v) ≤ d′(γ(u), γ(v)) ≤ αrd(u, v).
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Figure 2: Forgetting Dynamics of Bare Model on Arxiv under Settings with Constant and Evolving Graphs. (a)
captures the change of catastrophic forgetting of task 1 when transitioning into task 2 under the settings with constant
and evolving graphs. (b) and (c) are the complete catastrophic forgetting matrix (x, y-axis are the i, j in ri,j − ri,i
correspondingly) of Bare model in the inductive and transductive settings. The colour density indicates the amount of
forgetting(denser color means larger forgetting).

The distortion rate quantifies the ratio of distances in the embedding space to those in the original graph space. A low
distortion rate, close to 1, signifies that the embedding effectively preserves the structural information from the original
graph. This measure allows us to assess the topological awareness of GNNs and forms the basis for our theoretical
analysis of the experience selection strategy in relation to the underlying graph topology.
Proposition 4.1. Given a collection task τ1, ..., τm and their associated vertex set V1, ...,Vm. Let Pm =
{P1, ..., Pm−1} be the experience buffer where each Pi ∈ Pm has the same cardinality and cover all classes in
τi. Let F be the learned GNN model with distortion rate α. Assuming the loss function L is bounded, continuous and
smooth, we have that,

RL
P(yv,Gv|Vi\Pi)

(F ) ≤ RL
P(yv,Gv|Pi)

(F ) +O(αDs(Vi\Pi, Pi)),

where
Ds(Vi\Pi, Pi) = max

u∈Vi\Pi

min
v∈Pi

dspd(v, u).

The proof for Propostion 4.1 can be found in Appendix C. This proposition demonstrates that catastrophic forget-
ting in the model, as measured by its ability to retain performance on past data, is bounded by the training loss on
the experience buffer and is further influenced by a combination of factors involving the distortion rate of the model
and the structural distance within the experience buffer. This underscores the critical role of graph structure when
selecting a suitable experience buffer, as the structural distance substantially impacts the performance bound. Conse-
quently, Proposition 4.1 validates the optimization objective, Eq. 4.1, for selecting an experience buffer and provides
a performance guarantee for our proposed experience selection strategy.

5 EXPERIMENTS

In this section, we present an empirical validation of our theoretical results and evaluation of our proposed experience
replay method for NGCL. In this empirical study, we aim to answer the following questions: (1) Does structural shift
indeed have an impact on the learnability and catastrophic forgetting of GNNs in NGCL? (2) Does the distortion rate
of GNNs, as discussed in Proposition 4.1, hold true in practice? (3) How does our proposed experience replay method
compare to existing experience replay methods for GNNs (Zhou & Cao, 2021a; Ahrabian et al., 2021; Kim et al.,
2022) in NGCL? Due to space limitations, we only summarize the key details of the experiments in the main paper
and defer a more comprehensive description of the datasets, experiment set-up and additional results in Appendix D.

Datasets and General Set-up. In general, we follow closely the experiment settings in (Su et al., 2023; Zhang
et al., 2022). We conduct experiments on both real-world and synthetic datasets. Real-world datasets include OGB-
Arxiv (Hu et al., 2020), Reddit (Hamilton et al., 2017), and CoraFull (Bojchevski & Günnemann, 2017). To generate
the synthetic dataset, we use the popular contextual stochastic block model (cSBM) (Deshpande et al., 2018) (further
details of the cSBM can be found in Appendix D.4). The experimental set-up follows the widely adopted task-
continual-learning (task-CL)(Su et al., 2023; Zhang et al., 2022), where a k-class classification task is extracted from
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Table 1: Performance comparison of SEA-ER to existing experience replay NGCL frameworks (↑ higher means
better). Results are averaged among five trials. Bold letter indicates that the entry admits the best performance for
that given dataset. 5% of the training set size is used for the size of the experience replay buffer for all the experience
replay methods.

Dataset CoraFull OGB-Arxiv Reddit
Performance Metric FAP (%) ↑ FAF (%) ↑ FAP (%) ↑ FAF (%) ↑ FAP(%) ↑ FAF (%) ↑

Bare model 61.41 ± 1.2 -30.36 ± 1.3 59.24 ± 3.6 -33.72 ± 3.3 68.60 ± 1.8 -23.87 ± 1.7
Joint Training 92.34 ± 0.6 N.A. 94.36 ± 0.4 N.A. 95.27 ± 1.2 N.A.

ER:IID-Random 77.24 ± 5.8 -16.73 ± 5.6 79.72 ± 4.6 -14.89 ± 4.5 80.08 ± 3.3 -10.89 ± 2.5
ER-deg 86.24 ± 0.7 -8.73 ± 0.7 85.28 ± 0.8 -10.89 ± 1.9 85.08 ± 0.9 -8.89 ± 0.9
ER-infl 87.99 ± 0.6 -8.31 ± 0.5 86.42 ± 1.2 -7.65 ± 1.3 86.98 ± 1.4 -6.82 ± 1.6
ER-rep 88.95 ± 0.9 -7.55 ± 0.8 88.12 ± 0.9 -8.23 ± 0.9 86.02 ± 1.2 -7.21 ± 1.3

SEA-ER w.o. sa (ours) 89.13 ± 0.8 -7.21 ±0.9 89.19 ± 0.7 -7.13 ± 0.5 88.48 ± 1.7 -6.10 ± 1.6
ER:IID-Random w. sa 80.24 ± 6.9 -14.73 ± 4.8 81.72 ± 5.2 -13.23 ± 5.2 83.43 ± 2.8 -10.32 ± 3.8

ER-deg w. sa 87.32 ± 0.5 -7.89 ± 0.5 86.88 ± 0.6 -9.32 ± 2.0 87.11 ± 1.0 -6.89 ± 1.0
ER-infl w. sa 88.88 ± 0.5 -8.01 ± 0.5 89.42 ± 1.3 -5.65 ± 1.7 90.64 ± 1.6 -3.63 ± 1.3
ER-rep w. sa 89.06 ± 0.7 -7.00 ± 0.9 88.92 ± 0.8 -8.00 ± 1.1 88.99 ± 1.4 -4.21 ± 1.1

SEA-ER (ours) 91.67 ± 1.3 -4.01 ± 1.4 92.88 ± 1.1 -3.08 ± 0.7 92.89 ± 1.5 -2.72 ± 1.4

Datasets OGB-Arxiv Reddit CoraFull
# vertices 169,343 227,853 19,793
# edges 1,166,243 114,615,892 130,622
# class 40 40 70
# tasks 20 20 35

# vertices / # task 8,467 11,393 660
# edges / # task 58,312 5,730,794 4,354

Table 2: Continual learning settings for each dataset.

the dataset for each training session. For example, in the OGB-Arxiv dataset, which has 40 classes, we divide them
into 20 tasks: Task 1 is a 2-class classification task between classes 0 and 1, task 2 is between classes 2 and 3, and
so on. In each task, the system only has access to the graph induced by the vertices at the current and earlier learning
stages, following the formulation in Sec.3.1. A brief description of the datasets and how they are divided into different
node classification tasks is given in Table 2. We adopt the implementation from the recent NGCL benchmark (Zhang
et al., 2022) for creating the task-CL setting and closely following their set-up (such as the train/valid/test set split).

Evaluation Metrics. Let ri,j denote the performance (accuracy) on task j after the model has been trained over a
sequence of tasks from 1 to i. Then, the forgetting of task j after being trained over a sequence of tasks from 1 to i is
measured by ri,j − rj,j . We use the final average performance (FAP) :=

∑m
j rm,j/m and the final average forgetting

(FAF) := (
∑m

j rm,j − rj,j)/m to measure the overall effectiveness of an NGCL framework. These metrics measure
the performance of the model after being presented with all the tasks. The order of the task permutation should not
affect the performance of the experience reply with the two chosen metrics (further result and discussion on this regard
can be found in Appendix D

Baselines. We compare the performance of SEA-ER with the following experience replay baselines. All the base-
lines are defaulted for the standard replay strategy, i.e. Eq. 4.2 without β. ER-IID-Random updates each task with
an experience buffer with vertices randomly selected from each task. ER-IID-Random serves as a baseline for show-
ing the effectiveness of different experience buffer selection strategies. We adopt state-of-the-art experience replay
frameworks for GNNs for comparison. ER-rep (Zhou & Cao, 2021a) selects an experience buffer based on the rep-
resentations of the vertex. ER-deg (Ahrabian et al., 2021) selects an experience buffer selected based on the degree
of vertices. ER-infl (Kim et al., 2022) selects an experience buffer selected based on the influence score of the rep-
resentations of the vertex. We adopt the implementation of the two baselines (Ahrabian et al., 2021; Zhou & Cao,
2021a) from the benchmark paper (Zhang et al., 2022) and implement a version of (Kazemi et al., 2020) based on our
understanding, as the code is not open-sourced. SEA-ER w.o. sa is our proposed experience replay selection strategy
with the standard replay strategy, and SEA-ER is our proposed experience replay selection strategy with learning
objective Eq. 4.2. The suffix w. sa indicate the usage of Eq. 4.2. In addition to the above frameworks, we also include
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Figure 3: Fig. 3(a) is the experiments with different configurations of cSBM models. Fig. 3(b) is the distortion between
graph distance and embedding distance. Fig. 3(c) is the experiment on the effect of replay buffer size (without the
structural alignment).

two natural baselines for NGCL: the Bare model and Joint Training. The Bare model denotes the backbone GNN
without any continual learning techniques, serving as the lower bound on continual learning performance. On the
other hand, Joint Training trains the backbone GNN on all tasks simultaneously, resulting in no forgetting problems
and serving as the upper bound for continual learning performance.

5.1 SUMMARY OF THE EMPIRICAL RESULTS

Impact of Structural Shift. We first show the effect of evolving graph structure (structural shift) on the continual
learning system. We do so by comparing the dynamic of forgetting (change of ri,j − ri,i for different i, j) of the Bare
model. The result of the OGB-Arxiv dataset is illustrated in Fig. 2(a). In Fig. 2(a), T1 and T2 on the x-axis denote
the first and the second tasks (training sessions), respectively, and T2− represents the state when Task 2 has arrived
but the model has not been trained on Task 2 data yet. As shown in the figure, in the case of an evolving graph, the
catastrophic forgetting on Task 1 occurs twice when entering stage 2: when vertices of Task 2 are added to the graph
(structural shift) and when the model is trained on Task 2’s data. Fig. 2(b) and Fig. 2(c) are the complete catastrophic
forgetting matrix (with ri,j − ri,i as entries) for the two settings. The colour density difference of the two performance
matrices illustrates that the existing tasks suffer more catastrophic forgetting in the setting with evolving graphs. The
results of this experiment align with our expectations, indicating that the existence of structural shifts can lead to a
larger catastrophic forgetting.

We then further quantify the relation between the structural shift and the performance of a continual learning system.
We use cSBM to create a two-session NGCL with a two-community graph of the size 300 for each training session
(task), and the learning objective is to differentiate and classify vertices between the two communities. The community
membership configuration is described by a four-tuple, (c(1)0 , c

(1)
1 , c

(2)
0 , c

(2)
1 ) =

(
150 + δ, 150− δ, 150− δ, 150 + δ

)
,

where c
(j)
i is the number of vertices from community i at session j. Then, we vary the structural shift by changing

(1) the inter-connectivity pinter (probability of an edge between tasks/sessions) and (2) the difference (δ) of each
community member in different stages. Intuitively, as we increase δ and the inter-connectivity pinter, the structural
shift between the two training sessions increases and therefore we should observe a larger FAF converging to random
guess as predicted by the theoretical results. As shown in Fig. 3(a), this is indeed the case and therefore validating
Theorem 3.1.

Distortion Rate. We next validate that the distortion rate of GNNs is indeed small. We train a vanilla GraphSAGE
model using the default setting for each dataset. We extract vertices within the 5-hop neighbourhood of the training set
and group the vertices based on their distances to the training set. We then compute the average embedding distance
of each group to the training set in the embedding space. In Fig. 3(b), the distortion rate and scaling factor of the GNN
are reflected by the slope of the near-linear relation between the embedding distance and the graph distance. We can
see that the distortion factors in the performance bound in Proposition 4.1 are indeed small (closed to 1), validating
our proposed experience selection strategy.

Effectiveness of SEA-ER. In Table 1, we show the FAP and FAF of each method after learning the entire task
sequence. On average, the Bare model without any continual learning technique performs the worst, and Joint training
performs the best. FAF is inapplicable to joint-trained models because they do not follow the continual learning setting
and are simultaneously trained on all tasks. Our experience buffer selection strategy, SEA-ER w.o. sa, outperforms ER-
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rep, ER-infl and ER-deg in the proposed setting. In addition, the modified learning objective Eq. 4.2 with importance
re-weighting can boost the performance of all experience replay frameworks by adjusting the structural shifts induced
by the evolving graph structure.

Ablation Study on the Size of Experience Replay Buffer. As illustrated in Fig. 3(c), the performance of SEA-ER-re,
predictably, converges to the Joint Training setting as the size of the experience replay buffer increases. Nonetheless,
the size of the experience replay buffer is often subject to system constraints, such as the available storage capacity. The
experiment demonstrates that SEA-ER is highly effective in preserving the performance of the system (as indicated by
the final average task performance, FAP), even when the size of the experience replay buffer is limited.

6 CONCLUSION

This paper offers a comprehensive theoretical exploration of the learnability of GNNs in NGCL within the context of
evolving graphs. Our formal analysis reveals a crucial insight: GNNs may not be always learnable in NGCL when
structural shifts are uncontrolled. Furthermore, we introduce a novel experience replay framework, SEA-ER, adept at
addressing the challenges of catastrophic forgetting and structural shifts inherent in this problem. Empirical results
validate our theoretical findings and underscore the effectiveness of our proposed approach.

6.1 LIMITATION AND FUTURE WORK

The lower bound of catastrophic forgetting for GNNs in NGCL presented in this paper is framed with the existence of
a learning algorithm. While it offers insight into the extent of structural shifts that can induce catastrophic forgetting
of GNNs, establishing a more quantitative relationship between structural shifts and catastrophic forgetting of GNNs
in NGCL would be a valuable avenue for further research. This could enhance our understanding of GNNs in NGCL
and facilitate the development of improved methods.

Our study here primarily investigates widely-used GNN architectures, including GCN, GAT, and SAGE. Nevertheless,
in NGCL scenarios characterized by pronounced heterophily, it becomes imperative to explore heterophily-specific
GNN models, which may employ distinct aggregation and update mechanisms. Such models could fundamentally
alter the approach to addressing the problem. This highlights a potential avenue for significant future research within
the domain of graph continual learning. However, it falls outside the purview of our current study.
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A FURTHER DISCUSSION ON LEARNABILITY AND PROOF OF THE THEOREM 3.1

In this appendix, we provide a proof for Theorem 3.1. The key idea of the proof is to establish a formal connection
between the NGCL-2 problem with the domain adaptation problem (henceforth we refer to it as the DA problem).
We begin by giving a brief introduction to the domain adaptation (DA) problem. Without loss of generality, we focus
the analysis on binary classification tasks. Obviously, if binary classification is impossible, then an arbitrary k-way
classification is also impossible.

A.1 DOMAIN ADAPTATION

Let X and Y = {0, 1} be the input and output space, and l : X 7→ Y be the labelling function. In the DA problem,
there are two different distributions over X , the source distribution S and the target distribution T . The goal of domain
adaptation is to learn a classifier h : X 7→ Y that performs well on the target distribution, i.e., Rl

T (h) is small, with
the knowledge from the source domain S. Similar to the NGCL-2 problem, the learnability of the DA problem can be
defined as follow.

Definition 4 (DA-learnability). Let S and T be distribution over X , H a hypothesis class, ϵ > 0, δ > 0. We say that
the DA problem is learnable if there exists a learning algorithm that produces a classifier h from H with probability at
least 1− δ, and h incurs an error smaller than ϵ, i.e., Pr[Rl

T (h) ≤ ϵ] ≥ 1− δ, when given access to labelled samples
L of size m from S and unlabelled samples U of size n from T .

A.2 CONNECTION BETWEEN DA AND NGCL-2

Recall that The NGCL-2 problem is characterized by three distributions: P(y,gv|V1,Gτ1), P(y,gv|V1,Gτ2), and
P(y,gv|V2,Gτ2). To simplify the notation, we re-write P(y,gv|V1,Gτ1), P(y,gv|V1,Gτ2), P(y,gv|V2,Gτ2) as
P(1)
1 ,P(2)

1 ,P(2)
2 . Then, the learnability of NGCL-2 problem can be formally defined as,

Definition 5 (NGCL-2-learnability). Given a NGCL-2 with distributions P(1)
1 ,P(2)

1 ,P(2)
2 and a labelling function l, let

H a hypothesis class, ϵ > 0, δ > 0. We say that the NGCL-2 problem is learnable relative to H , if there exists a
learning algorithm that outputs a classifier h from H with probability of at least 1− δ and h has error less than ϵ, i.e.,
Pr[Rl

P(h) ≤ ϵ] ≥ 1− δ, when given access to labeled samples L from P (P is the mixed distribution of P(1)
1 and P(2)

2 )
of size m+ n and unlabelled samples U of size k from P(2)

1

To establish a formal connection between NGCL-2 and DA, we consider a relaxed version of the NGCL-2 problem
where the learning algorithm allow to access the same amount of data in an arbitrary order from distribution P(1)

1 and
P(2)
2 and only needs to perform well on the updated distribution P(2)

1 . We refer to this relaxed version of NGCL-2
problem as NGCL-2-weak and its learnability is defined as follows.

Definition 6 (NGCL-2-weak-learnability). Given a NGCL-2 with distributions P(1)
1 ,P(2)

1 ,P(2)
2 and a labelling function

l, let H a hypothesis class, ϵ > 0, δ > 0. We say that the NGCL-2 problem is learnable relative to H , if there exists
a learning algorithm that outputs a classifier h from H with probability of at least 1 − δ and h has error less than ϵ,
i.e., Pr[Rl

P(2)
1

(h) ≤ ϵ] ≥ 1 − δ, when given access to labeled samples L from P (P is the mixed distribution of P(1)
1

and P(2)
2 ) of size m+ n and unlabelled samples U of size k from P(2)

1

It is obvious that the NGCL-2-weak-learnability definition subsume the NGCL-2-learnability. In other words, we can
obtain the following corollary immediately from the definition.

Corollary A.1. If the NGCL-2-weak problem is not learnable, then the NGCL-2 problem is not learnable.

Next, we establish a formal connection between the DA problem and the NGCL-2-weak problem.

Theorem A.2 (Connection of DA and NGCL-2-weak). Let X be a domain and H the hypothesis class on X ×{0, 1}.
Suppose an instance of the DA problem with distributions S and T on X , and there is access to m′ labelled samples
from S and k′ unlabelled samples from T . Similarly, suppose an instance of an NGCL-2-weak problem with distribu-
tions P(1)

1 ,P(2)
1 ,P(2)

2 over X ,and there is access to m + n labelled samples from P(1)
1 ,P(2)

1 and k unlabelled samples
from P(2)

1 . For the same hypothesis sapce H, assuming that m′ = m+ n, k′ = k, λH({S, T }) = λH({P,P(2)
1 }) and

dH∆H(S, T ) = dH∆H(P,P(2)
1 ), then we have that the DA is learnable if and only if the NGCL-2-weak problem is

learnable.
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Proof. We first show that under the premise of the theorem if the NGCL-2-weak learnable, then the DA problem is
learnable.

Suppose we are given an instance of DA problem of distributions S, T and a H. Let S be a mixed distribution of S1

and S2. Then, we can map the DA to a NGCL-2-weak problem as follows.

S1 = P(1)
1 ,S2 = P(2)

1 , T = P(2)
1

Under the mapping above, we have dH∆H(S, T ) = dH∆H(P,P(2)
1 ) and λH({S, T }) = λH({P,P(2)

1 }), where P is
the mixed distribution of distributions P(1)

1 and P(2)
1 .

By the assumption, the NGCL-2-weak problem is learnable. By Def. 6, this means that there exist a learning algorithm
that takes in m+ n labelled data from P and k unlabelled data from P(2)

1 , and with probability at least 1− δ, outputs
a classifier h wiht at most ϵ error with respect to P(2)

1 . By the mapping above and the premise of the theorem that
m+ n = m′, k′ = k, the same learning algorithm would satisfy Def. 4. This shows that the learnability of NGCL-2-
weak implies the learnability of DA problem.

Now we show the opposite that under the premise of the theorem if the DA problem is learnable, then the NGCL-2-
weak learnable.

Let’s reverse the construction direction. Suppose we are given an instance of NGCL-2-weak problem of distributions
P(1)
1 , P(2)

1 , P(2)
1 and a H. Let P be a mixed distribution of P(1)

1 and P(2)
1 . Then, we can map the NGCL-2-weak problem

to DA problem as follows.
P = S,P(2)

1 = T

Similarly, under the mapping above, we have dH∆H(S, T ) = dH∆H(P,P(2)
1 ) and λH({S, T }) = λH({P,P(2)

1 }).
By the assumption, the DA problem is learnable. By Def. 4, this means that there exist a learning algorithm that takes
in m′ labelled data from S and k′ unlabelled data from T , and with probability at least 1−δ, outputs a classifier h wiht
at most ϵ error with respect to T . By the mapping above and the premise of the theorem that m+ n = m′, k′ = k, the
same learning algorithm would satisfy Def. 6. This shows that the learnability of DA problem implies the learnability
of the NGCL-2-weak problem.

This completes the proof of Theorem A.2.

Now that we have shown that the learnability of DA problem is equivalent to the learnability of the NGCL-2-weak
problem. Combining Theorem A.2 and Corollary A.1, we immediately obtain the following corollary on the connec-
tion between the NGCL-2 problem with Def. 5 and the domain adaptation problem.

Corollary A.3 (Connection of DA and NGCL-2). Let X be a domain and H the hypothesis class on X × {0, 1}.
Suppose an instance of the DA problem with distributions S and T on X , and there is access to m′ labelled sam-
ples from S and k′ unlabelled samples from T . Similarly, suppose an instance of a NGCL-2 problem with distribu-
tions P(1)

1 ,P(2)
1 ,P(2)

1 over X ,and there is sequential access to m labelled samples from P(1)
1 , n labelled samples from

P(2)
1 and k unlabelled samples from P(2)

1 . For the same hypothesis sapce H, assuming that m′ = m + n, k′ = k,
λH({S, T }) = λH({P,P(2)

1 }) and dH∆H(S, T ) = dH∆H(P,P(2)
1 ), then we have that the if the DA is not learnable,

then the NGCL-2 problem is not learnable.

A.3 PROOF FOR THEOREM 3.1

Corollary A.3 above establishes a formal connection between the DA problem and the NGCL-2 problem. Under the
same proposed mapping, the infeasibility of DA implies the infeasibility of NGCL-2. DA is a well-studied problem
with mature understanding on its learnability.

David et al. (2010) has shown that small divergent distance between source domain and target domain is a “necessary”
condition for the success of domain adaptation. We restate the theorem below.

Theorem A.4 ( (David et al., 2010)). Let X be some domain set, and H a class of functions over X × {0, 1}. For
every c > 0 there exists probability distributions S, T over X such that for every domain adaptation learner, every
integers m,n > 0, there exists a labeling function l : X 7→ 0, 1 such that λH(P,Q) ≤ c and the DA problem is not
learnable.
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The proof of Theorem A.4 can be found in (David et al., 2010). Then the proof of Theorem 3.1 follows immediately
from Theorem A.4 and Corollary A.3.

B EXPRESSIVENESS AND SAMPLE COMPLEXITY

In this appendix, building upon the connection established in the previous appendix, we provide a further discussion
of the sample complexity and expressiveness.
Theorem B.1 (Necessity of the Expressiveness of Hypothesis Space). Let X be some domain set, and H be a class of
functions over X ×{0, 1} whose VC dimension is much smaller than |X |. Then for every c > 0, there exists a NGCL-2
problem such that dH∆H(P,P(2)

1 ) ≤ c, where P is the mixed distribution of P(1)
1 and P(2)

2 , and the NGCL-2 problem
is not learnable with any amount of labelled data from P(1)

1 ,P(2)
2 and unlablled data from P(2)

1 .

Theorem B.1 formalizes the intuition that the hypothesis class (GNN model) needs to be expressive enough to capture
different distributions in NGCL, for it to be learnable.
Theorem B.2 (Sample Complexity). Let X be some compact domain set in Rd, and H be a class of functions over
X × {0, 1}. Suppose the labeling function l : X 7→ {0, 1} is α-Lipschitz continuous. Then, if m + n + k <√
(1− 2(ϵ+ δ))(α+ 1)d, for every c > 0, there exists a NGCL-2 problem such that λH({P(1)

1 ,P(2)
2 ,P(2)

1 }) ≤ c,

dH∆H(P,P(2)
1 ) ≤ c, where P is the mixed distribution of P(1)

1 and P(2)
2 , and the NGCL-2 problem is not learnable.

Theorem B.2 suggests that even if the two “necessary” conditions in Theorem 3.1 and Theorem B.1 are satisfied, there
is still a sampling requirement depending on the dimension of the input domain and the smoothness of the labelling
function. This shows the importance of having access to previous data for NGCL.

B.1 PROOF FOR THEOREM B.1 AND THEOREM B.2

The idea of the proof is similar to the one presented earlier. (David et al., 2010) has shown that expressive power of
the hypothesis space is a “necessary” condition for the success of domain adaptation. We restate the theorem below.
Theorem B.3. Let X be some domain set, and H a class of functions over X × {0, 1} whose VC dimension is much
smaller than |X |. Then for every c > 0 there exists probability distributions Q,P over X such that for every domain
adaptation learner, every integers m,n > 0, there exists a labeling function l : X 7→ 0, 1 such that dH∆H(P,Q) ≤ c
and the DA problem is not learnable.

The proof of Theorem B.3 can be found in (David et al., 2010). Then the proof of Theorem B.1 follows immediately
from Theorem B.3 and Corollary A.3.

(Ben-David & Urner, 2012) has shown that even if DA problem has small divergent distance and the hypothesis space
is expressive enough, there is still a sampling requirement for the DA problem to be learnable. We restate the theorem
below.
Theorem B.4. Let X ⊂ Rd and H a class of functions over X ×{0, 1}. Suppose the labelling function l is α-Lipschitz
continuous. For every c > 0 there exist S, T over X suc htat λH ≤ c and dH∆H(S, T ) ≤ c and the DA problem is
not learnable if m+ n ≥

√
(α+ 1)d(1− 2(ϵ+ δ)), where m,n, ϵ, δ are given in Def. 4.

The proof of Theorem B.4 can be found in (Ben-David & Urner, 2012). Then the proof of Theorem B.2 follows
immediately from Theorem B.4 and Corollary A.3.
Remark B.5. In addition to the learnability studies, there exist a large body of studies investigating different tech-
niques for domain adaptation. The formal connection A.3 allow to rigorously connection the NGCL-2 problem and
DA problem and to carefully transfer or explore the understanding and techniques from DA to NGCL-2.

C PROOF OF PROPOSITION 4.1

In this appendix, we provide proof for Proposition 4.1. We begin with restating the definition of distortion.
Definition 7 (distortion rate). Given two metric spaces (Q, d) and (Q′, d′) and a mapping γ : Q 7→ Q′, γ is said to
have a distortion α ≥ 1, if there exists a constant r > 0 such that ∀u, v ∈ E , rd(u, v) ≤ d′(γ(u), γ(v)) ≤ αrd(u, v).

Proof. Suppose Pi ⊂ Vi is the experience replay set selected by solving Eq. 4.1. Let s be the structure of interest with
distance measure ds. Let g be a given GNN model with distortion α and scaling factor r and its prediction function g.
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Let σ : Vi 7→ Pi denote a mapping that map a vertex v from Vi to the closest vertex in Pi, i.e.,

σ(v) = argmin
u∈Pi

ds(u, v). (C.1)

Let’s consider the loss of vertex v, L(g ◦ g(v), yv). By assumption, L is smooth and let’s denote Bup1
L to be the upper

bound for the first derivative with respect to g◦g(v) and Bup2
L to be the upper bound for the first derivative with respect

to yv . Then, consider the Taylor expansion of L(g ◦ g(v), yv) with respect to σ(v), which is given as follows

L(g ◦ g(v), yv) ≤ L(g ◦ g(σ(v)), yσ(v))+
Bup1

L ||g ◦ g(v)− g ◦ g(σ(v))||
+Bup2

L ||yv − yσ(v)||
(C.2)

Next, let’s examine the inequality above term by term and start with ||g ◦ g(v) − g ◦ g(σ(v))||. Let’s denote hv and
hσ(v) the embedding for vertex v and σ(v). Then, we have that,

||g ◦ g(v)− g ◦ g(σ(v))|| = ||g(hv)− g(hσ(v))|| (C.3)

By definition of distortion as given in Def. 7, we have that,

||hv − hσ(v)|| ≤ rαds(v, σ(v)) (C.4)

By assumption, the prediction function g is smooth. Let Bg denote the upper bound of first derivative of the prediction
function g. Then, we have

||g(hv)− g(hσ(v))|| ≤ Bup
g ||hv − hσ(v)|| (C.5)

Substitute all these back, we have

||g ◦ g(v)− g ◦ g(σ(v))|| ≤ Bup
g rαds(v, σ(v)) (C.6)

Next, let’s consider ||yv − yσ(v)||. Similarly, by the data smoothness assumption and distortion, we have that

||yv − yσ(v)|| ≤ Bl||hv − hσ(v)|| ≤ Bup
l rαds(v, σ(v)) (C.7)

Substitute these back to the inequality we start with, we have that

L(g ◦ g(v), yv) ≤ L(g ◦ g(σ(v)), yσ(v))+
Bup1

L Bup
g rαds(v, σ(v)) +Bup2

L Bup
l rαds(v, σ(v))

≤ L(g ◦ g(σ(v)), yσ(v))+
(Bup

l Bup1
L +Bup

g Bup2
L )rα max

v′∈Vi

ds(v
′, σ(v′))

= L(g ◦ g(σ(v)), yσ(v))+
(Bup

l Bup1
L +Bl

gB
up2
L )rαDs(Vi, Pi).

(C.8)

Since the inequality above holds for every vertex v, then we have

RL(g ◦ g,Vi) ≤ RL(g ◦ g, Pi)+

(Bup
l Bup1

L +Bup
g Bup2

L )rαDs(Vi, Pi)

= RL(g ◦ g, Pi) +O(αDs(Vi, Pi))

(C.9)

D ADDITIONAL EXPERIMENTAL DETAILS

In this appendix, we provide additional experimental results and include a detailed set-up of the experiments for
reproducibility.
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D.1 HARDWARE AND SYSTEM

All the experiments of this paper are conducted on the following machine

CPU: two Intel Xeon Gold 6230 2.1G, 20C/40T, 10.4GT/s, 27.5M Cache, Turbo, HT (125W) DDR4-2933

GPU: four NVIDIA Tesla V100 SXM2 32G GPU Accelerator for NV Link

Memory: 256GB (8 x 32GB) RDIMM, 3200MT/s, Dual Rank

OS: Ubuntu 18.04LTS

D.2 DATASET AND PROCESSING

D.2.1 DATASET DESCRIPTION

OGB-Arxiv. The OGB-Arxiv dataset Hu et al. (2020) is a benchmark dataset for node classification. It is constructed
from the arXiv e-print repository, a popular platform for researchers to share their preprints. The graph structure is
constructed by connecting papers that cite each other. The node features include the text of the paper’s abstract, title,
and its authors’ names. Each node is assigned one of 40 classes, which corresponds to the paper’s main subject area.

Cora-Full. The Cora-Full Bojchevski & Günnemann (2017) is a benchmark dataset for node classification. Similarly
to OGB-Arxiv, it is a citation network consisting of 70 classes.

Reddit. The Reddit dataset Hamilton et al. (2017) is a benchmark dataset for node classification that consists of posts
and comments from the website Reddit.com. Each node represents a post or comment and each edge represents a
reply relationship between posts or comments.

Table 3: Continual learning settings for each dataset.
Datasets OGB-Arxiv Reddit CoraFull
# vertices 169,343 227,853 19,793
# edges 1,166,243 114,615,892 130,622
# class 40 40 70
# tasks 20 20 35

# vertices / # task 8,467 11,393 660
# edges / # task 58,312 5,730,794 4,354

D.2.2 LICENSE

The datasets used in this paper are curated from existing public data sources and follow their licenses. OGB-Arxiv
is licensed under Open Data Commons Attribution License (ODC-BY). Cora-Full dataset and the Reddit dataset are
two datasets built from publicly available sources (public papers and Reddit posts) without a license attached by the
authors.

D.2.3 DATA PROCESSING

For the datasets, we remove the 41-th class of Reddit-CL, following closely in Zhang et al. (2022). This aims to
ensure an even number of classes for each dataset to be divided into a sequence of 2-class tasks. For all the datasets,
the train-validation-test splitting ratios are 60%, 20%, and 20%. The train-validation-test splitting is obtained by
random sampling, therefore the performance may be slightly different with splittings from different rounds of random
sampling.

D.3 CONTINUAL TRAINING PROCEDURE

Suppose τ1, τ2, ...τm is the set of classification tasks created from the dataset. Then, the standard continual training
procedure is given in Alg. 1 and a graphical illustration is given in Fig. 7.
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D.4 CONTEXTUAL STOCHASTIC BLOCK MODEL

We use the contextual stochastic block model (Deshpande et al., 2018) to create a graph for each learning stage. For
each graph, we create 300 vertices and assign them a community label {0, 1}. We refer to a specific ratio of vertices
from different communities as a configuration and the formula we use to vary the community ratio is as follows,
configuration i = (150 + (i− 1) ∗ 25, 150− (i− 1) ∗ 25, 150− (i− 1) ∗ 25, 150 + (i− 1) ∗ 25). As i increases, the
difference in the ratio of the two learning stages increases. Intuitively, this should allow us to control the distribution
difference between different learning stages.

Then we follow the standard stochastic block model. We use pintra = 0.15 to randomly create edges among vertices
of the same community and pinter = 0.1 to randomly create edges among vertices of different communities. Then,
we use pstage = [0.025, 0.05, 0.08, 0.1, 0.15] to create edges among vertices of different learning stages.

Then, the node features xv of each vertex is created based on the following formula,

xv =

√
µ

n
yvu+

Zv

p
,

where yv ∈ {0, 1} is the community label of vertex v, u, Zv ∼ N (0, I) are random Gaussian of dimension p, n is the
number of vertices in the graph and µ is a hyper-parameter of the model to control how separable of the features of
the vertices from different communities. For our experiments, we use µ = 5, n = 300, p = 500 for the graph in each
stage.

D.5 GRAPH NEURAL NETWORK DETAILS

For our experiments, we use two popular GNN models, GCN (Kipf & Welling, 2017) and GraphSage (Hamilton et al.,
2018). For implementation, we use the default implementation provided by DGL for realizing these models. For
all our experiments, we use two GNN layers followed by an additional readout function of an MLP layer. We use
Sigmoid as the activation function for the last hidden layer and Relu for the rest of the layers. We only vary the hidden
dimension of the GNN layer for each experiment.

D.6 DIFFERENCE BETWEEN INDUCTIVE AND TRANSDUCTIVE

In this subsection, we provide the additional results on the remaining dataset for the setting with evolving graphs
and constant graphs and additional illustrations on the difference between transductive and inductive NGCL (with
structural shift). The additional experimental results are reported in Fig. 4 and 5. The graphical illustration of the
difference between transductive and inductive NGCL is given in Fig. 8

D.7 PERMUTATION OF TASK ORDER

In the empirical study, the task order is constructed once for each dataset. The reasons behind this are as follows. The
focused continual learning strategy in this paper is experience replay, where the model is presented with (a small subset
of) previous tasks regardless of their appearance order. Furthermore, the performance measures we used in the paper
are FAP (Final Average Performance) and FAF (Final Average Forgetting). These metrics measure the performance
of the model after being presented with all the tasks. As such, the order of the task permutation might affect the
intermediate learning dynamic but should not affect the performance of the experience reply with the two chosen
metrics. This is further validated by Fig. 6 shows the permutation of task order has minimal effect on the performance
of experience replay on the chosen metrics.

Algorithm 1 Continual Training
Input: τ1, τ2, ...τm //classification task created from the dataset.
For τ in τ1, τ2, ...τm:

1. update the graph structure with data from τi
2. get V train

i for τi
3. update the existing GNN model and train a new task prediction head on V train

i
4. if evaluation, evaluate the model on the current and previous task
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Figure 4: Performance Matrix of Bare Model on Transductive and Inductive Setting on CoraFull and Reddit Datasets.

E COMPLETE FRAMEWORK AND PESUDO-CODE

E.1 OVERALL FRAMEWORK

The continual learning procedure of our framework is summarized in Alg. 2 and Fig. 9 provide a graphical illustration
of the training of the framework on a two-stage continual learning.

E.2 SELECTING REPLAY SET

The replay set selection strategy is given in Eq. equation 4.1. It is obvious that when Di = Vi, the problem can be
reduced to the k-center problem (Hochbaum, 1996) which is to select a set of k vertices so that the distance from the
rest of the vertices to these selected k vertices is minimized. While the k-center problem is NP-hard, there exist efficient
greedy approximation algorithms, e.g., by selecting a vertex that is furthest away from the established set (Hochbaum,
1996). However, such a heuristic might run into the problem of selecting vertices that are at the end of the long path
and barely connect to other vertices. To mitigate this, we propose to weight the distance with the degree of the vertices.
In addition, like other vertex sampling algorithms, we modify the above selection process by assigning a probability
to each vertex based on the greedy criteria and its degree to give the algorithm some room for exploration.

E.3 COMPLEXITY ANALYSIS

The time complexity of our algorithm is readily apparent from its procedural steps, and it exhibits a computational
complexity of O(N ), where N denotes the number of vertices in the graph. Notably, our approach shares a common
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Figure 5: Forgetting Performance Matrix of SEA-ER on CoraFull and Reddit Datasets.

characteristic with baseline methods, where the problem formulation might inherently be NP-hard to solve. However,
both our method and the baselines leverage efficient heuristics to obtain practical solutions. As a result, the time
complexity of our proposed methods and the baseline approaches remains similar, with all falling within the order of
O(N). This underscores the computational efficiency and feasibility of our methodology in addressing the challenges
posed by the problem at hand.
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Figure 6: FAP performance of our method with respect to different permutations. X-axis indicate different permutation
1-10. The figure shows that different permutations have a small effect ( 1%) on the performance.
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Figure 7: Continual Training in Development Phase. The figure above illustrates what task data the model use for
training and evaluation.
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Figure 8: Difference between Inductive (evolving graphs) GCL and Transductive (constant graphs) GCL. As illustrated
in the top half of the figure, in the evolving graph setting, the appearing tasks expand/change the existing graph
structure, resulting in changes in the neighborhood (input to the GNN) of some previous vertices. As discussed in
the main body of the paper, this structural changes/dependency would cause distribution shift in the previously learnt
information of the model. On the other hand, in the constant graph setting, the complete graph structure is available
from the very first beginning. The neighborhoods of all the vertices are static/stay unchanged throughout different
learning stages. Therefore, structural dependency is a unique challenge in the continual learning in evolving graphs.
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Algorithm 2 SEA-ER-GNN
Input: τi //new node classification task

Require: Pi−1 = {P1, P2, ..., Pi−1} //replay buffer
Require: g //current GNN model
Require: Gτi−1 //graph induced by vertices of τi−1

Require: βl, βu

Create the training set for this learning stage

V̂i = Vtrain ∪ Pi−1;

Compute β with Eq. 4.3
Run the training procedure (forward computation and backward propagation) with loss function

L =
1

|Vtrain
i |

∑
v∈Vtrain

i

L(v) +
∑

Pj∈Pi

1

|Pj |
∑
v∈Pj

βvL(v),

Update the replay buffer with replay set Pi from τi

Pi = Pi−1 ∪ Pi;

Algorithm 3 Replay Set
Input: Di ⊂ Vi //labelled set from task i (τi)

Require: Gi−1 = G[Vi−1] //existing graph
Sample/select the replay set Pi with the following procedures:

1. initialize each vertice v ∈ Di with pv with its degree and sample an initial vertex u based on a probability
proportion to the degree (e.g., normalized each the degree of each vertex with the sum of total degree)

2. assignment u to the replay set Pi = {u}
3. compute the shortest-path distance between each vertex v ∈ Di \ Pi to Pi with the formula d(v, Pi) =

min{d(v, u)|u ∈ Pi}
4. compute the weight for each vertex v ∈ Di \ Pi based on product of the distance to Pi and its degree, i.e.,

pv = degree(v) ∗ d(v, Pi)
5. sample v from Di based on probability proportion to pv , e.g., normalized it with the sum from the remain-

ing vertices of Di

6. repeat step 2-5 until |Pi| = k
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Figure 9: Two-stage SEA-ER-GNN Training
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