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Abstract—This paper presents TAG, an automatic system to derive optimized DNN training graph and its deployment onto any device
topology, for expedited training in device- and topology- heterogeneous ML clusters. We novelly combine both the DNN computation
graph and the device topology graph as input to a graph neural network (GNN), and join the GNN with a search-based method to quickly
identify optimized distributed training strategies. To reduce communication in a heterogeneous cluster, we further explore a lossless
gradient compression technique and solve a combinatorial optimization problem to automatically apply the technique for training time
minimization. We evaluate TAG with various representative DNN models and device topologies, showing that it can achieve up to 4.56x
training speed-up as compared to existing schemes. TAG can produce efficient deployment strategies for both unseen DNN models and

unseen device topologies, without heavy fine-tuning.

Index Terms—Distributed Systems, Machine Learning

1 INTRODUCTION

Deep learning (DL) has powered a wide range of applications
in various areas including computer vision [1]], [2], natural
language processing [3], [4], recommendation systems [5],
etc. Recent deep neural network (DNN) models feature a
large number of parameters (e.g. BERT [6] with more than
340M parameters) to achieve superior performance [3]], [6].
Large-scale distributed training using tens or hundreds of
GPUs on a cluster of machines has been the norm for training
these models.

State-of-the-art distributed training largely exploits a
homogeneous cluster, e.g., training Bert using 8 NVIDIA
V100 GPUs [7]. Nonetheless, modern Al clouds often host a
number of server types equipped with different devices (e.g.,
A100, V100 and P100 GPUs). Only allocating the same type
of GPUs/machines to each training job may well result in
scattered idling resources, e.g., 1 V100 GPU on one machine
and 2 P100 GPUs on another. Often, the scattered resources
cannot be allocated to one job due to lack of efficient support
for training on a heterogeneous cluster with existing DL
frameworks, and hence largely remain idle. To better utilize
the expensive Al infrastructure, enabling efficient distributed
training over heterogeneous devices is the key.

Further, inter-connectivity and bandwidth across devices
in an Al cloud often differ, due to different link types (e.g.,
PCIE or NVLink inside a machine), different co-location
levels (e.g., machines in the same rack or not), etc. This adds
onto the heterogeneity of the machine learning (ML) cluster
used to train a DNN model.

Multiple related decisions are involved for deploying a
DNN model onto heterogeneous, scattered resources for most
expedited training: On which device of which machine shall
we place each operator (operation placement [8], [9])? Shall
we replicate one or a group of operators on multiple devices
for data-parallel training (operation replication [10], [11])?
Should we use AllReduce [12], [13] or the parameter server
(PS) architecture [14], [15] for parameter synchronization
among replicated operators, and should gradients produced
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by some operators be compressed to reduce inter-device
communication (gradient compression [11], [16]])? These
decisions jointly form an exponentially large strategy space.
Current practice often falls back to heuristics that consider
one aspect of the strategy space at a time [17], [18], resulting
in less efficient or even infeasible solutions.

Pioneering works on deploying DNN models onto hetero-
geneous computation resources adopt reinforcement learning
and neural networks for finding distributed training strate-
gies [10], [18], [19]. However, their models do not generalize
to different device topologies and require training from
scratch for each new resource configuration. This makes them
impractical for Al clouds, where new resource configurations
are made for each job. A generic method that can quickly find
distributed training strategies for unseen device topologies is
yet to be explored.

We present TAqH an automatic DNN deployment frame-
work that efficiently produces optimized distributed training
strategies for a given DNN model on heterogeneous re-
sources. TAG exploits a heterogeneous graph neural network
(GNN) [20] jointly with a search-based method to make
fine-grained decisions on operation replication, placement,
parameter synchronization and gradient compression.

The key contributions of TAG are summarized as follows:

> An automatic DNN deployment framework is proposed
that produces optimized training graph with operation-level
replication, for expedited training over any given device set
and inter-device topology. It automatically inserts necessary
operations to ensure mathematical equivalence before and
after modifying the original DNN computation graph.

> A heterogeneous GNN is designed which takes both
computation graph and device topology as input, and learns
a generalizable policy to guide a Monte Carlo tree search
(MCTS) [21],, [22] for efficient operation placement strategies.

> To further reduce communication overhead, we adopt
sufficient factor broadcasting (SFB) [23]], a lossless gradient

1. We plan to open-source TAG.
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compression technique, and formulate a graph-cut problem
to automatically decide subgraph duplication and SFB’s
application in the training graph.

> Extensive experiments are conducted over represen-
tative DNN models and various device topologies. TAG
achieves up-to 4.56x speed-up as compared to data paral-
lelism using NCCL AllReduce and state-of-the-art training
schemes on heterogeneous clusters. It can generate efficient
deployment strategies for unseen DNN models on unseen
device topologies without heavy fine-tuning.

2 BACKGROUND
2.1 Distributed DNN training

DNN models implemented in modern ML frameworks,
e.g., TensorFlow [24], Pytorch [25], and MXNet [26], can
be represented by directed acyclic graphs (DAG), referred
to as the computation graph of the respective DNN models.
In a computation graph, each node is an operation (op) and
the edges connecting the ops represent tensors. The ops are
placed and executed on computation devices (e.g., GPUs). If
an op that produces a tensor and the op that consumes the
tensor are placed on different devices, the tensor needs to be
transferred across devices.

Training a DNN is an iterative process. In each iteration,
forward computation is performed on a batch of training
data, followed by backward propagation that calculates
the gradients and updates the model parameters. Data
parallelism (DP) and model parallelism (MP) are two main
paradigms for distributed training [6], [27]. With classic DP,
each device holds a full copy of the model and processes a
batch of data independently. MP puts different parts of the
DNN model onto different devices, and intermediate tensors
are passed between the devices during training.

A number of studies have explored device placement, op
replication and hybrid DP/MP for DNN training. GDP [9],
GO [28], PlaceTo [8] and HeteroG [10] use GNN to extract
computation graph information and generate device assign-
ment of ops. HDP [18] and Spotlight [29] use reinforcement
learning (RL) to train an LSTM for placement decisions.
FlexFlow [30] uses the Markov Chain Monte Carlo (MCMC)
search algorithm to search for op placements, achieving hy-
brid parallelism. REGAL [31] uses RL and genetic algorithm
(GA) to co-optimize placement and scheduling. Pesto [32]
models placement and scheduling into an integer linear
program (ILP) and solves it with off-the-shelf ILP solvers.
None of the learning-based systems supports unseen device
topologies, and retraining of the respective GNN or LSTM
models is required when the device topology changes.

2.2 Shared Al infrastructure

A state-of-the-art Al cloud typically includes multiple racks
of servers, equipped with a few representative types of GPUs
of different generations. A common practice in production
Al clouds is to allocate GPUs of the same type to one
training job, ideally located on the same machine or machines
close to each other [33]. Such resource allocation often
leads to resource fragmentation, e.g., 1-2 unallocated GPUs
scattered on different machines, causing substantial wastage
of expensive Al resources. Further, training jobs requesting a
large number of GPUs of the same model suffer from long
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queuing times [34], as they have to wait for all resources to
be available.

The existing DL frameworks (TensorFlow, PyTorch,
MXNet, etc.) and training strategies mostly support efficient
distributed training over homogeneous clusters, and their
training efficiency deteriorates substantially on heteroge-
neous resources (i.e.,, GPUs with different computation
and memory capacities, varying inter-device bandwidth).
A design to efficiently utilize the scattered, heterogeneous
resources is of strong interest.

2.3 Sufficient Factors Broadcasting

Sufficient factor broadcasting utilizes the low-rank structures
in gradient tensors to make mathematically equivalent trans-
formation on the computation graph [23]. Sufficient factors
are small tensors that can generate a gradient tensor, usually
by an outer product. In SFB, sufficient factors are broadcast
to op replicas instead of the full gradient tensor, potentially
reducing communication time. SFB does not impose precision
loss nor affect training convergence.

Chilimbi et al. [35] exploit low-rank structures in the
last layers of CNN and advocate explicitly sending only the
activation and error gradient vectors to the PSs. Poseidon
[36] broadcasts sufficient factors for synchronizing gradients
among workers. They only support MatMul layers, limiting
their usage on recent models with new types of ops. These
methods are not automatically enabled and an ML developer
needs to choose where to apply these optimizations for the
best efficiency.

3 MOTIVATION AND CHALLENGES
3.1 Opportunities

Partial Data Parallelism. Existing frameworks either replicate
an op on all GPUs, or place it on just one GPU in pure DP,
MP, or hybrid DP/MP [8], [9], [10], [18], [19], [29]. In a given
GPU cluster, it is possible to replicate some ops on a subset of
nearby GPUs, but not on other GPUs, achieving a good trade-
off between GPU utilization and parameter synchronization
overhead [30].

Topology-Aware Automatic Device Placement. In exist-
ing designs, the decision NN needs to be retrained when
the device topology changes (e.g., devices to use or the link
bandwidth between devices change), because they do not
take device topology as input to their NNs and the structure
of their NNs may also need to be altered when device
topology changes. For example, the output dimension of
the GNN in HeteroG [10] is M + 4, where M is the number of
devices; when the number of devices changes, its GNN needs
to be retrained with a new output dimension. Designing a
strategy making framework that can handle various device
topologies, as well as different DNNS, is a more general and
practical solution.

Automatic Sufficient Factors Broadcasting. With the
advance in computation power of GPU and TPU, commu-
nication overhead becomes increasingly significant in DNN
training. It is especially important to minimize communica-
tion overhead when training using fragmented resources
in shared AI clusters, which are scattered on different
machines or racks. Gradient compression has been used to
reduce tensor size for communication. Quantization [37]] and
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sparsification [38] are the most used gradient compression
methods [16], but introduce precision loss. We focus on SFB,
which can reduce communication time without affecting
training convergence.

3.2 Challenges

A very large strategy space. Suppose that we are deploying
a DNN model of n operations to a cluster of m GPUs.
We can replicate each op on any subset of the m devices,
forming 2™ — 1 choices. Also, for each replicated parameter
(assuming there are n, replicated parameters), we choose
between AllReduce or PS architecture for its parameter
synchronization. In total (2" — 1)™ 4 2" strategies are to
be explored.

RL methods often suffer from overfitting. Reinforcement
learning (RL) has shown success in exploring large search
spaces [31], [39]. However, RL-based methods tend to overfit
the training data and may lead to poor generalization
performance [28]], [40], [41]. Conventional regularization
methods such as data augmentation [40] hardly help because
the models and device topologies used in practice may differ
drastically from those used in training.

SFB is not always beneficial. Communication cost of SFB
depends on the number of replicas and size of sufficient
factors (which is highly related to the batch size). The
communication-minimization choice among using SFB or
a gradient synchornization method (AllReduce or PS) needs
to be examined for each gradient.

3.3 Solutions

To exploit the above opportunities and address the challenges,
we propose TAG, an automatic DNN deployment framework,
with the following key designs.

Interactive strategy refinement with runtime feedback.
Existing schemes like GDP [9] and HeteroG [10] generate
strategies in a one-shot way: their models directly output
the strategy for the whole graph. Though the results are im-
pressive, it is hard to interpret and reason about the decision
process. On the contrary, human developers often optimize
distributed training strategies iteratively and interactively. A
developer may first run a simple strategy and examine the
execution trace to find out the bottleneck of this strategy and
improve it accordingly. For example, if a strategy results in
low utilization and long idle time on one GPU, it may be
worth considering putting more ops onto this GPU. Sec.5
in [15] gives a concrete example of such practice. Based
on this observation, we design an automatic, interactive
strategy-making process in TAG. Instead of taking only the
raw features of a model as input and directly generating a
strategy, TAG repeatedly simulates the execution of a strategy
and collects the corresponding simulated execution trace,
and then tries to generate a better strategy based on the
runtime feedback for the existing strategy. The interactive
strategy exploration process also helps TAG produce feasible
(e.g. not causing OOM errors) strategies for unseen models.
With systems that generate strategies in one-shot, if the
generated strategy causes OOM, user intervention is required
to tune the parameters and retry. With interactive strategy
exploitation, TAG automatically tries to reduce the memory
usage by more aggressive model parallelism when OOM
errors are encountered, until a feasible solution is found.
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Figure 1: Workflow of TAG.

Combining learning and searching. Learning-based
methods require that datasets used for training should follow
the same distribution as the real use cases, or overfitting of
the training data may occur [40], [41]. However, it is very
hard to collect a dataset that can represent the distribution of
“DNN models”. For example, PlaceTo [8] is trained on only
3 models, GDP [9] is learned on 11 models, and HeteroG
[10] is trained on 8 models. As new DNN models emerge,
a new model can differ drastically from those in the small
training datasets. To mitigate this problem, we argue that
the learning-based methods should be paired with a search
method that can robustly handle any unseen models. In TAG,
we combine RL and MCTS, where the RL agent uses a GNN
to produce prior probabilities to guide the MCTS process.

Unified representation of computation graph and device
topology. Recent works have adopted GNN to produce
distributed training strategies for different computation
graphs [8], [9]], [10]. Parameter dimensions of GNNs are
not dependent on the number of nodes in a graph, allowing
them to generalize to graphs of different sizes. However, only
the computation graph is encoded in the input to the GNN
in existing works, and their designs cannot adapt to unseen
device topologies without retraining. To enable TAG to gen-
eralize to different device topologies, we use a heterogeneous
graph as input, that contains both computation nodes and
device nodes. This allows us to encode all inputs in a unified
graph and learn a heterogeneous GNN that can generalize to
both unseen DNN models and device topologies.

Formulating SFB as an optimization problem. SFB deals
with gradients of the parameters, whose only consumer is
the ApplyGradient op. Whether or not to apply SFB for
a gradient is a local decision that is independent of the
strategies of other ops. We formulate the SFB decision for each
gradient as a mixed-integer optimization problem that can be
efficiently solved using off-the-shelf solvers. The scale of the
optimization problem remains small even for large graphs
because it only focus on the subgraph around a gradient.

4 SYSTEM DESIGN

The workflow of TAG is given in Fig.[1} A user first builds a
single-GPU DNN computation graph using a DL platform
API, such as that provided in TensorFlow. The computation
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graph is fed to TAG along with the device specification,
describing the available GPUs allocated for training this
DNN. Though we focus on distributed training in this paper,
TAG supports both training and inference tasks. For training
jobs, the input computation graph should contain both
forward and backward ops (e.g., generated by TensorFlow’s
automatic differentiation engine). For inference tasks, the
input computation graph only contains the ops in the forward
pass.

TAG first extracts necessary features from the compu-
tation graph and device specification. A profiler collects
computation time of each op on each type of GPUs and
the collective communication performance among the GPUs.
With these data, TAG iteratively invokes the strategy creator
and the virtual runtime to find good deployment strategies.
TAG does not rely on any domain knowledge nor distinguish
specific operators except for some special ones such as
Placeholder. It is hence generic and can support user-
defined operators.

The strategy creator identifies a deployment strategy
for a given DNN model. In the virtual runtime module,
the compiler modifies the computation graph accordingly,
inserting necessary auxiliary ops that ensure the modified
graph is equivalent to the original graph. The simulator
simulates the execution of the modified graph and estimates
the training time as feedback for the strategy creator to
produce new and potentially better strategies.

4.1 Graph Data Processing
4.1.1 Graph Analyzer

The graph analyzer builds an internal representation of the
original computation graph, that is independent of the API
used.

Simplifying the graph. Unnecessary nodes are removed
including identity, NoOp and the dangling ops that
are not connected to the main optimization ops (e.g.,
GradientDescent, Adam). This reduces the graph size
without changing the semantics.

Annotating tensor split and concatenation methods.
If two producer-consumer ops are replicated on different
numbers of devices, split and concatenation ops are added:
replicated tensors are concatenated before being sent to an
op that is not replicated, and a full tensor can be split with
different parts sent to different replicas of a replicated op.
However, only some ops can be split and concatenated while
preserving mathematical equivalence. The graph analyzer
annotates each op with its splittability that will later be used
by the compiler. Specifically, the graph analyzer marks every
op into one of the following categories.

o Splittable with concatenation. Ops in this category can
accept input tensors that are split in the batch dimension.
When the input is split, the output of such an op is also
split and can be concatenated in the batch dimension to
recover the full tensor. Such ops include element-wise ops
(e.g., AddN), batched Conv2D and MaxPool2D, etc.

o Splittable with element-wise summation. Ops in this cate-
gory can also accept split input tensors, but the output needs
to be summed, instead of being concatenated, to recover the
full output tensor. This category typically includes ops that
produce gradients, e.g., Conv2DBackpropFilter.
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o Others. These ops do not accept split tensors. If the
producer op is replicated, input tensors must be aggregated
to recover the full tensor, before being consumed by such
an op. Specifically, TAG marks ApplyGradient ops into
this category, so that gradients are automatically aggregated
before being applied to parameters.

Grouping ops. The number of ops varies a lot across
DNN models. For example, the VGG model implemented
in TensorFlow Slim [42] has 1169 nodes, while a typical
implementation of BERT-Large has 26601 nodes. To efficiently
produce strategies for models of different sizes, the graph
analyzer employs METIS [43] to group some tightly coupled
ops together. We use METIS to partition the computation
graph to no more than 60 groups by minimizing the tensor
sizes on the cut edges, while keeping the total computation
time of each partition balanced with a balance factor of
2. Since the replication or placement strategies of different
op groups may differ, additional communication is needed
to aggregate and distribute the tensors on the op group
boundaries. METIS minimizes the size of these tensors, and
hence minimizes this communication overhead. Each op
group is regarded as a single node in the graph passed to the
strategy creator. A larger number of op groups allow more
fine-grained strategies, at the cost of lengthened searching
time. We find that 60 groups achieve a good trade-off in our
experiments.

4.1.2 Profiler

To measure computation time of each op, the profiler runs
single-GPU model training on each type of GPUs. Since
ops can be replicated, we need the computation time under
different batch sizes. We profile op execution time using
typical batch sizes below 60. It is shown [44] that when the
batch size is large enough, computation time is almost linear
with the batch size. We build a linear model to predict the
computation time for larger batch sizes that are not profiled.
For a large model that does not fit in a single GPU even
with small batch sizes, we manually partition the model and
profile each part separately.

To predict the tensor transfer time, the profiler measures
performance for GRPC transfer (between pairs of devices)
and NCCL AllReduce communication (among different com-
binations of devices). Random 32-bit floating-point-number
data of different sizes are transferred (starting from 1KB and
doubled until 1GB). Segmented linear regression models are
built for GRPC transfer and for AllReduce communication.

4.2 Strategy Creator

The strategy creator consists of three components. MCTS
progressively generates placement and replication strategies
for each op group. During the search, a heterogeneous GNN
is exploited to provide prior probabilities for MCTS to sample
the strategy candidates, based on a graph input that joins the
computation graph with the device topology graph. When
MCTS produces a strategy that replicates a parameter, SFB
solver decides if SFB can be applied to reduce communication.

Input to the strategy creator includes a computation graph
and a device graph. The former contains N nodes, each
representing an op group. The latter has M nodes, each
denoting a group of homogeneous GPUs, i.e., a set of GPUs
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of the same type with the same bandwidth between each
pair. This usually maps to a machine equipped with multiple
same-type GPUs.

The strategy creator produces a deployment strategy,
containing op placements and the replication plan for each
replicated op. The placement P is an N x M binary matrix.
P; j = 1if the i-th op group is placed on one or all devices
in the j-th device group (depending on the replication plan).
The replication plan O is a N x 4 matrix where the i-th row
corresponds to a one-hot encoding of 4 replication options for
the i-th op group. O; defines how to place the i-th op group
on the respective device group, if the device group includes
multiple devices. The 4 replication options considered in
TAG are:

e Replicate with A11Reduce. The op group is replicated
to all devices in the device group and input tensors are
evenly split in the batch dimension. If the op group produces
gradients, A11Reduce ops are used for synchronization.

o Replicate with PS. It is similar to replicate with
AllReduce except for using PS to synchronize gradients.
The PS is chosen among GPUs in the device group in a
round-robin manner.

o Duplicate. The op group will be copied to all devices
in the device group. Unlike replication, input tensors are
broadcast to all copies, so that gradients produced on all
devices are identical, eliminating the need of synchronization.

® Model Parallelism. The ops in the op group are divided
into smaller groups using METIS and placed to different
devices in the device group. It is useful to place large models
that otherwise cause out-of-memory (OOM) errors.

4.2.1

The GNN takes as input a heterogeneous graph, containing
two types of nodes and three types of links. The first node
type is computation node, each representing a group of ops;
the other type is device node, representing a homogeneous
group of GPUs. The three link types include: (i) links
connecting two computation nodes, corresponding to tensors
in the computation graph; (ii) links that connect device
nodes, representing a network link or a PCI switch; (iii) links
connecting computation nodes and device nodes, denoting a
specific placement of the respective op group in the device
group.

Input features to the GNN contain four parts: (1) Raw
features of the computation graph and devices, including
total computation time (averaged over measured running
time on different devices) and overall parameter size of each
op group, the number of GPUs in each device group, memory
capacity of each GPU, bandwidth between GPUs in each
device group, size of tensors connecting two op groups,
and inter-group bandwidth between each pair of device
groups. (2) A strategy encoding, the one-hot encoding of
replication plans of all op groups, and a binary edge feature
for each edge that connects an op group and a device group,
indicating whether the former is placed on the latter. (3)
Runtime feedback for the input strategy, including makespan
of each op group’s execution, average idle time between the
end of an op group’s execution and the start of its output
tensor transfer, peak memory usage and idling percentage
of each device group, and idling percentage of each link
between device groups. (4) The search progress, a one-hot

Heterogeneous GNN
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Table 1: GNN input features.

Type Feature
computation time
parameter size
replication plan

op node makespan

idle time before transfering output
if the strategy has been decided

if the strategy is to be produced next
number of GPUs in the group
memory capacity of each GPU
intra-group bandwidth

peak memory usage

idling percentage

device node

op-op edge tensor size
device-device inter-group bandwidth
edge idling percentage
op-device edge | placement

encoding indicating which op groups’ deployment strategies
have been decided and which op group’s strategy will be
produced next. We add fully-connected layers to transform
node-related features and edge-related features to feature
vectors of fixed length f before feeding them to the GNN, so
that the embedding lengths remain the same through GNN
convolutions. We summarize the input features in Table

We adopt a 4-layer GNN. Each GNN layer transforms
the embeddings produced by the previous layer by hi! =
AGGUEN(U)’Yetype : U(Wi,etype(h% ° eu’U) + bz’}etype) Here hZ
is the embedding of node u at the i-th layer, A/(v) is the
set of neighbors of node v in the input heterogeneous
graph, and ey, is the edge feature between u and v. o is
vector concatenation. Wi etype and bi,etype are parameters
of the i-th layer for etype and o is a non-linear function.
AGG represents the aggregation of features from neighbors.
RY is initialized as the node features of node u. e It is
observed that deep GNNs suffer from the over-smoothing
issue [45], [46], i.e., deeper GNNs do not necessarily perform
better. Our experience confirms this phenomenon and we
find that 4 layers give the best results in TAG. We choose
multi-head attention based aggregation introduced in graph
attention networks (GAT) [47] as it assigns different weights
to different neighbors, which is desirable because we believe
that some of the neighbors are more important in determining
the best strategy for an op group. 7etype is the weight for
different types of edges: Yetype is set to 1 for edges connecting
the same types of nodes and 0.1 for those connecting different
types of nodes, so as to balance the different types of edges
connecting a node. Fig. [2| shows the structure of the GNN.

Output of the GNN includes embeddings E,, of op
groups and embeddings E,., of device groups. The GNN
is further connected to a thin decoder, which contains a
simple Dense layer that takes as input a strategy slice (P;,
0;), containing placement and relplication plan of the i-th
op group, and feature vector Z?ﬂ EgevldlPi,j 0 Eopli] 0 O;
(involving embeddings produced by the GNN). It computes
a score for the strategy slice. A softmax op further produces
probabilities for all possible strategy slices of the i-th op
group according to their scores. The probabilities are used
for guiding MCTS’s exploration.

4.2.2 Monte-Carlo Tree Search

MCTS is a best-first search algorithm that balances exploita-
tion and exploration. In our search, a vertex in the search tree
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Figure 2: Structure of the heterogeneous GNN.

represents a partial deployment strategy s and an edge is an
action a. The partial strategy includes incomplete placement
and replication plan matrices P and O, i.e., the matrices with
some rows filled, corresponding to some op groups. a is the
deployment strategy to be applied to the next op group in
consideration. Op groups are sorted in descending order of
computation time, so that the most computation-expensive
op group will be considered first. Each edge records its visit
count N(s,a) and a running average reward Q(s, a). We use
the simulator to estimate execution time of the DNN graph
with the current deployment strategy and calculate the speed-
up over the baseline strategy (aka DP with AllReduce-based
parameter synchronization) as the reward.

MCTS starts with an empty strategy sg, and progressively
builds a search tree by repeatedly performing the following:

o Selection: Starting from the root of the tree, keep selecting
child vertices to traverse, until we reach a leaf vertex (a vertex
which has not been expanded, or with complete deployment
strategies for all op groups). At each vertex s, the edge (s, a)
with the highest PUCT score [22] is picked to traverse next,
as defined as:

Za/e(j) N(Sv G/)
1+ N(s,a)

where ¢ is a coefficient, G(s,a) is the prior probability
produced by the GNN, and ¢ denotes all actions in the child
vertices of s. The PUCT score prioritizes the most promising
strategies for exploration.

e Expansion and Evaluation: When reaching a leaf vertex,
we evaluate the reward r of this vertex, which is the training
speed-up achieved by its strategy over the baseline (DP),
using the simulator}]If an OOM error results, the reward
is set to —1. Then we expand the subtree by one level, by
enumerating possible strategies for the next op group and
obtain their prior probabilities G(s, a) from the GNN.

o Back-propagation: After obtaining reward r at a leaf
vertex, the running average reward Q(s,a) and the visit
count N(s,a) along the path from the root vertex to the leaf
vertex are updated, e.g., Q(s,a) := Q(s,a) + ﬁ - T

Fig. [3{ shows an example of the MCTS search tree. The
root node is the empty strategy so. Each level includes the
placement and replication plan for an op group. In each

U(s,a) = Q(s,a) + cG(s,a)

2. For op groups whose deployment strategies have not been decided,
we use the strategy of the most computation-expensive op group on
them.
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Op group 1 Devices 0,1,2,3 Devices 0,1
All reduce PS
QN (;5 N=30
G=0. Q=0.2
G=0.3
Ob group 2 Devices 2,3 Devices 0,1,2,3
P group All reduce PS

Figure 3: Example of an MCTS search tree.

iteration, the search tree is traversed from the root node to a
leaf node according to the selection policy. Then it expands
one level and evaluates the reward to update the Q and N
on the path.

We choose MCTS over other searching methods because
of the following: First, it allows natural integration with a RL-
based method (for updating GNN model parameters), which
is important for generalizability. In each step of GNN training,
we randomly choose a DNN graph and a device topology.
We run MCTS and collect the selection probability 7 (s) =
softmax In N (s) at vertices with at least 800 visit counts, where
N (s) is a vector including visit counts of all child vertices of s.
Parameters 6 are then updated to minimize the cross entropy
between the prior probability Gy(s, a) produced by the GNN
and the selection probability =(s,a) of the MCTS. Second,
MCTS builds the strategy progressively. At each vertex, we
evaluate the partial strategy and use the runtime feedback to
help GNN make better prediction for further strategies.

4.2.3 Sufficient Factor Broadcasting

When a parameter is replicated on multiple devices (with
the corresponding op), its gradients need to be synchronized
across the devices. This is usually achieved by inserting an
AllReduce or PS op. Alternatively, some gradients can be
calculated from tensors of small sizes. For example, a non-
full-rank gradient matrix can be represented by the product
of two smaller matrices (the small matrices are the sufficient
factors). Our SFB solver is designed to automatically find
these mathematically equivalent replacements in the graph
that can potentially reduce communication.

Fig. f(b) shows an example of applying SFB to an
MatMul op that can be found in the Dense layers in many
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Figure 4: An example of sufficient factor broadcasting.

DNNs. When MatMul is replicated onto multiple devices,
instead of using A11Reduce or PS to synchronize produced
gradients, the sufficient factors, V and z, are broadcast to
all devices, and MatMul ops on each device can reconstruct
identical gradients. In TAG, this corresponds to choosing the
“Duplicate” option for the respective op as the deployment
strategy. It changes the total communication data from the
gradient size, Hy x Hi, to the size of the sufficient factors,
2(H2 x B+ B x Hi), where Hy and H» are the input and
output feature lengths of the Dense layer and B is the batch
size. Our SFB optimization identifies gradients where this
change is beneficial.

A DNN computation graph includes optimizer ops that
update parameters in the model. Consider such an op [
(e.g., ApplyGradient in Fig.[). One of its input op g (e.g.,
MatMul in Fig. ) produces the gradient of the parameter
that [ updates. If the op group containing g is replicated by
MCTS and tensor (g,!) needs to be synchronized among all
replica devices, we check if SFB can be applied to reduce
communication. Note that MCTS can also directly produce
“Duplicate” option to enable SFB on some op group. Here
we are double checking opportunities of applying SFB on op
groups for which MCTS has produced a replication option.
The rationale lies in that MCTS produces strategies on the op
group level and the group boundaries decided by METIS are
rarely the best cuts for SFB.

For every gradient tensor in a replicated op group, we
solve the following optimization problem to determine a
subgraph (e.g., the dashed box in Fig. fa)) that can be
duplicated. Since sufficient factors contain all inputs used to
calculate a respective gradient, they form a cut that separates
the subgraph from the rest of the computation graph. For
example, in Fig. a), V and z are a set of sufficient factors
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Table 2: Notation in SFB Optimization.

E | the set of tensors inside the op group
V| the set of ops in the op group
l an optimizer op
g | an op that produces gradient for !
D | the number of devices that have a replica of g
T; computation time of opi
Lj; | size of tensor (j,1%)
7 | bottleneck bandwidth between the D devices
o; | whether or not to duplicate op i
bjs | whether tensor (j,4) is in the cut or not

of the gradient produced by MatMul and they form a cut;
the gradient of W can be calculated by running the subgraph
based only on V and z. Existing studies [23]], [36] only
consider SFB for ops that matmul two vectors, i.e., gradients
that are outer products of two vectors; our approach can
identify other cases as long as such cuts can be found.

min (D—1)> " aT;+D(D—1)Y by Lii _ 2aq£@
(

; < T D T
eV Ji)EE
subject to: ok < Y i, VEEV\{l}
(k2 i)EE
bjiza,-—aj, V(j,Z)EE
a; €{0,1}, VieV

b € {0,1}, V(i) € E

Notation is given in Table 2] a;’s are the main decisions:
a; = 1 means changing the replication option of op i
from “Replicate with AllReduce” or “Replicate with PS” to
“Duplicate”; and o; = 0, otherwise. b;; specifies if tensor (j,i)
is in the cut that partitions the subgraph containing op ¢ out.

The first term in the objective is the extra computation
time due to duplication. Since we duplicate the ops in all
devices where the ops’ replicas are placed, each device needs
to process the ops D — 1 more times than not to duplicate. The
second term minus the third term is the extra communication
time incurred. For every tensor that is produced by a
replicated op and consumed by a duplicated op, D(D — 1)
transfers of the tensor are needed to broadcast it to all devices
involved in the duplication. If no duplication is applied,
the gradient can be synchronized with an AllReduce or PS
method, and the third term formulates the communication
time of using ring AllReduce (as an example, and the case
of other AllReduce algorithms and PS can be formulated
accordingly). The first constraint specifies that an op is
included in the duplicated subgraph only if one of its
consumer ops is in it, as otherwise it is unrelated to the
gradient. The second constraint ensures that a tensor (j, ¢) is
in the cut if ¢ is duplicated and j is not. It is an integer linear
program similar to the min-cut problem, but with additional
node weights on one side of the cut. We use the Cbc [48]
solver to solve the problem.

4.3 Virtual Runtime

The virtual runtime evaluates a strategy without actually
running it on a physical cluster. It also generates the dis-
tributed training graph according to the strategy, which can
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then be loaded and executed by the execution engine (e.g.
TensorFlow).

4.3.1 Compiler

The compiler takes as input the DNN computation graph and
a deployment strategy (P, O) found by the strategy creator.
It applies the strategy and produces a modified computation
graph for either the simulator or the actual execution engine,
e.g., TensorFlow. The compiler automatically inserts neces-
sary auxiliary ops to ensure the equivalence of the modified
graph and the original graph regardless of the deployment
strategy. It first maps the ops to devices according to the
placement P, and then inserts auxiliary ops in the following
cases:

e When an op is replicated but its input tensors are not,
Split ops are inserted to split the input tensors, before
feeding them to the op’s replicas.

e When an op is not replicated but its input tensors are
replicated, Concat or AddN ops are added to aggregate input
tensors, used for parent ops marked as “Splittable with con-
catenation” and ‘Splittable with element-wise summation”,
respectively.

e When both the op and input tensors are replicated but
on different numbers of devices, both Concat and Split
ops are inserted to adjust the number of replicas.

e When a parameter is replicated, A11Reduce or AddN
op is inserted depending on the replication option.

4.3.2 Simulator

The simulator implements an op scheduling algorithm similar
to the default scheduler of TensorFlow. It sets up a FIFO
queue for each device. When all input tensors of an op
is ready, the op is inserted to the queue. Each device
independently simulates the execution of the ops in its task
queue using the profiled data and reports the finish time of
each op.

The simulator uses reference counting to track the lifetime
of tensors and estimate the peak memory usage on each
device. When an op is done, its output tensors are added into
memory usage of the respective device. Once all ops that use
a tensor are executed, the tensor is considered de-allocated
and removed from the device memory usage.

5 IMPLEMENTATION AND EVALUATION
5.1 Implementation

We implement TAG as a Python module on TensorFlow 1.14.
For op grouping, we use tensor size as the edge weight
and computation time as node balancing constraints when
running METIS. We set a default partition number of 60 in
our experiments. The profiler runs TensorFlow with tracing
options to collect computation time of each op under different
batch sizes. With each batch size, each model is profiled 5
times to obtain the average time.

Our heterogeneous GNN is implemented on DGL [49].
We extend the GAT [47] implementation in DGL to support
heterogeneous graphs and edge features. The GNN has 55MB
of parameters. We use Cbc [48] to solve the SFB optimization
problem. In our experiments, we find that it can reliably
solve the integer optimization problem within hundreds of
milliseconds.
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Table 3: Benchmark DNN models.

Model Batch size | # of ops | Parameter size
InceptionV3 [2] 96 5312 90M
ResNet101 [1] 96 7951 16M
VGG19 [51] 96 1169 548M
Transformer [52] 480 16859 407M
BERT-Small [6] 96 5061 98M
BERT-Large [6] 16 26601 2313M

5.2 Experimental Set-up

Hardware. We conduct the experiments on two clusters. The
first cluster is an on-premise cluster (festbed) of 7 physical
machines: one is equipped with 4 NVIDIA Tesla V100 32GB
GPUs; four are each equipped with 2 NVIDIA GTX 1080Ti
GPUs; the other two are each equipped with 2 NVIDIA Tesla
P100 GPUs. The first machine has NVLink, while PCle is
used on the other machines. The machines are connected to
a 100Gbps switch. The second cluster is on a public cloud
(cloud) with 6 machines and 32 GPUs. Two of the machines
are equipped with 8 NVIDIA Tesla V100 16GB GPUs and the
other 4 with 4 NVIDIA Tesla T4 GPUs. These machines are
inter-connected with 10Gbps bandwidth.

Benchmarks. We experiment with 6 representative DNN
models for image classification and neural language process-
ing, as listed in Table 3| Adam [50] optimizer is used in the
experiments.

GNN Training. We train the GNN in strategy creator
using the 6 DNN models, the testbed device topology
and randomly generated 100 device topologies as input. A
random device topology is produced with a machine number
in [1, 6], [1, 8] GPUs per machine of a GPU type among
3 types, intra-machine bandwidth between [64, 160] Gbps
(to simulate the absence or presence of NVLink) and inter-
machine bandwidth within [20, 50] Gbps (to reflect different
machine locations). It takes around 2 days for GNN training
to converge.

Baselines. We compare TAG with the following baselines.
(1) DP-NCCL: data parallelism with NCCL [13] AllReduce for
parameter synchronization. It is widely used for distributed
training and is built-in in most DL frameworks [24], [25],
[26]. We implement DP-NCCL using standard in-graph
replication on TensorFlow. (2) DP-NCCL-P: data parallelism
with batch sizes allocated to the devices being inverse
propotional to their computation capacities. (3) Horovod [12]:
a data-parallel training framework (used with TensorFlow
in our experiments) that incorporates optimizations such as
overlapping of AllReduce and backward computation. (4)
FlexFlow [30]: a distributed deep learning framework that
supports parallelization in the SOAP dimensions. FlexFlow
assumes that the cluster is homogeneous. We implemented
VGG19, ResNetl01 and InceptionV3 on it using its Keras
API. Due to the lack of attention layer implementation, we
were not able to implement all our benchmark models on
FlexFlow. We set the number of its MCMC search iterations
to 100000. (5) HDP [18]: a heterogeneity-aware hierarchical
device placement system that joinly learns grouping and
device allocations with reinforcement learning. (6) Post [53]:
a device placement system with cross-entropy minimization
and proximal policy optimization. (7) PlaceTo [8]: a device
placement system using GNN and reinforcement learning.
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Table 4: Deployment strategies produced by TAG.

Model Replication Communication

V100 | 1080Ti | P100 PS AR
InceptionV3 4.0 8.0 0.0 | 100% 0%
VGG19 4.0 2.1 0.0 | 100% 0%
ResNet101 4.0 8.0 4.0 67% 23%
Transformer 4.0 8.0 0.0 1.7% 98.3%
Bert-Small 3.9 0.1 0.1 | 15.0% 85.0%
Bert-Large 0.6 0.5 01 ] 35% 0%

(8) GDP [9]: a device placement system using GNN and
Transformer models. (9) Baechi [54]: an algorithmic device
placement system. We only compare with its mSCT algorithm
as it is reported to outperform the other two algorithms
proposed in the paper. (10) HeteroG [10]: a state-of-the-art
system that supports heterogeneous clusters, which uses a
GNN to make op deployment decisions. It supports a similar
decision space as TAG, but only assumes one given device
topology and replicates an op to all devices or put it on
a single device. We train HeteroG with all the benchmark
models under the device topology of our testbed.

Some of the baseline systems are not open-source and non-
trivial to reimplement. We adopt the evaluation methodology
used in related work [10], [54] and compare the reported
improvements over expert strategies for these baselines.

5.3 Training Speed-up on Heterogeneous Clusters

We first compare the average per-iteration training time
incurred by TAG and the open-source baselines on our
testbed (Sec. p.2). Fig. [f| shows that TAG outperforms the
baselines across all models: 8%-456% speed-up compared
with DP-NCCL, 1%-391% speed-up compared with DP-
NCCL-P, 11%-381% speed-up compared with Horovod,
and 4%-186% speed-up compared to HeteroG. Note that
HeteroG is trained from scratch for this device topology. The
best acceleration is achieved over DP-NCCL when training
VGG19: VGGI9 has a relatively large number of parameters
and communication tends to be the bottleneck; with DP-
NCCL, parameter synchronization happens after the slowest
devices are ready, which slows down training substantially.
Models such as ResNetl01, on the other hand, have less
parameters but are more computation-intensive; DP-NCCL
utilizes all GPUs well and both TAG and HeteroG can
hardly find much better strategies. Horovod outperforms
DP-NCCL in most cases due to its highly optimized commu-
nication, but the speed-up is very limited in a heterogeneous
cluster. DP-NCCL-P balances the computation workload of
different cards and performs better than DP-NCCL in the
heterogeneous cluster. However, the overall improvement
is very limited due to two reasons. First, it has the same
communication time as DP-NCCL: both methods synchronize
all parameters among all devices with AllReduce. Second,
different operators have different computation characteristics.
The optimal batch size distribution among the devices varies
for different operators. FlexFlow finds hybrid strategies that
choose different replication numbers and placements for
different layers. However, since FlexFlow does not consider
the heterogeneity among computation devices, it puts an
excessive amount of workload on slow cards and results in
suboptimal performance.
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Figure 6: Training speed of InceptionV3 on homogeneous
clusters. The speed is relative to the human expert strategy.

Table @] provides details of the strategies produced by
TAG, on the average number of GPUs of each type that
ops are replicated onto and percentages of gradients that
use PS or AllReduce for synchronization. For ResNet101,
TAG replicates all ops onto all devices; for other models,
the 4 P100 GPUs are rarely exploited, because benefits
provided by using these devices do not cover the additional
communication costs. We observe that a mixture of PS
and AllReduce is used for parameter synchronization when
training most models; the “duplicate” option is not selected
because it is mainly effective with small batch sizes (as in the
case to be presented in Sec.5.6), and batch sizes used in this
experiment are relatively large.

5.4 Training Speed-up on Homogeneous Clusters

We compare TAG with more baselines, including those not
providing open-source implementation, by comparing the
reported speed-up over human expert strategies following
the evaluation methodology in the related work [10], [54]. For
fair comparison, we conduct this experiment under a similar
hardware setting as in these works, which is a homogeneous
cluster with two V100 GPUs on the same machine. We use
InceptionV3 as the benchmark model because it is the only
common model evaluated in all these works. The same
expert strategy as in existing studies [18]], [53] is used for the
benchmark model. As shown in Fig. [} TAG outperforms all
baselines by 3%-94%.

5.5 Effectiveness of the Runtime Feedback Features

Among the four parts of feature input to our GNN (Sec. |4.2.1),
part 3 includes a number of features provided by the
simulator. Other studies which use a simulator to drive GNN
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Table 5: Per-iteration training time (seconds) with and without applying sufficient factor broadcasting.

Model DP-NCCL TAG FlexFlow
without SFB | with SFB | Speedup | without SFB | with SFB | Speedup
InceptionV3 0.0898 0.0452 98.7% 0.0775 0.0420 84.5% 0.0631
ResNet101 0.1122 0.0854 31.4% 0.0508 0.0490 3.8% 0.0552
VGG19 0.1195 0.1192 0.3% 0.1167 0.1169 -0.2% 0.1083
Transformer 0.1199 0.0455 163.5% 0.0521 0.0451 15.5% N/A
BERT-Small 0.0618 0.0546 13.2% 0.0597 0.0535 11.6% N/A
BERT-Large 0.4576 0.4317 6.0% 0.4331 0.4266 1.5% N/A
. w — v/ fecdback || ~ Table 7: Average # of MCTS search iterations to obtain a
H N
2 28 L |w/ofeedback | £ 200 better strategy than DP-NCCL.
L AT £ Model Pure MCTS | TAG
@ 2.4 | g 100 InceptionV3 66.0 9.5
5 E ResNet101 734 | 46
ool oo 0 VGGI9 56.6 | 17.7
0 2 4 6 8 10 TAG HDP HeteroG Transformer 145.0 | 121.8
Iteration | 14 Bert-Small 97.8 7.9

Figure 7: Loss curve of the
GNN.

Figure 8: Overhead of gen-
erating a strategy on unseen
device topologies.

Table 6: Top 5 operations that TAG chooses to duplicate.

Operation Count
Reshape 341
MatMul 336
Transpose 89
Conv2DBackpropFilter 66
Add 26

learning (e.g., FlexFlow [30] and HeteroG [10]) largely exploit
only execution time produced by the simulator, while we use
multi-dimensional information estimated by the simulator as
GNN input. To evaluate effect of such features, we train the
GNN with and without them. Fig. [7]shows that the runtime
feedback features significantly boost the learning of the GNN.

5.6 Effect of Sufficient Factor Broadcasting

To reveal the potential benefits of SFB, we conduct this
experiment on two machines, each equipped with one 1080Ti
GPU. We use a batch size of 4 for all models. We compare
the per-iteration training time achieved with DP-NCCL and
TAG, before and after enabling SFB, in Table |5 We also
include FlexFlow as a reference. When applying SFB with
DP-NCCL, we solve the SFB optimization to find a subgraph
around each gradient, and replace the gradient’s AllReduce
synchronization by the “duplicate” option. SFB brings sig-
nificant speed-up in training InceptionV3 and Transformer,
suggesting that there are more low-rank structures in these
models. As TAG also adopts other strategies to alleviate
communication overhead, e.g., mixing PS and AllReduce,
the total communication time with TAG is shorter, and the
speed-up achieved by applying SFB in TAG is smaller as
compared to the DP case.

We summarize the top 5 ops duplicated via SFB opti-
mization across all 6 DNN models in Table [fl The count
indicates the total number of times when the respective ops
are duplicated via SFB optimization. TAG can identify SFB
opportunities beyond MatMul.
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Table 8: Average speed-up over DP-NCCL. TAG: trained with
all models. TAG-: trained with other DNNs and producing
strategy for one hold-out model.

Model Testbed Cloud

TAG TAG- TAG TAG-
InceptionV3 | 456.1% | 456.1% | 117.7% | 117.7%
ResNet101 7.7% 7.1% 12.2% 10.4%
VGG19 286.2% | 213.6% 43.6% 43.6%
Transformer 80.3% 80.3% 15.0% 13.4%
Bert-Small 298.4% | 279.6% 84.5% 84.5%

5.7 Generalizability to Unseen Device Topologies

To evaluate generalizability of our GNN model, we randomly
generate 100 unseen device topologies (in the same way as
how device topologies used for GNN training are produced,
as described in Sec. and use the simulator to evaluate
strategies produced by TAG for training a DNN (randomly
selected out of the 6 models) on each unseen topology.

We collect the number of MCTS search iterations required
for TAG to find a deployment strategy that achieves better
training time than DP-NCCL. We also compare this number
with the search iteration number required by pure MCTS
without using prior probabilities from the GNN, but the
probabilities from a uniform distribution. In Table |7} we see
that with prior probabilities from the GNN, TAG can quickly
find strategies that outperforms DP-NCCL, while Pure MCTS
needs many more iterations.

5.8 Generalizability to Unseen Computation Graphs

We train TAG with 5 of the models in Table [l and then
produce strategies for the hold-out model (we vary the
hold-out model among the 6 DNNs). We conduct this
experiments on both the testbed and the cloud. As Table
shows, strategies produced for the unseen models are only
marginally worse than those for models in the training set.

5.9 Overhead of TAG

We compare the overhead of TAG with two learning-based
methods, HDP [18] and HeteroG [10]. As shown in Fig.
TAG is 87.5% faster than HDP and 2x faster than HeteroG.
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Thanks to its generalizability to unseen device topologies,
TAG only needs to run the MCTS search and GNN inference
to generate a strategy, while HeteroG requires training from
scratch. HDP constantly evaluates the strategy on real clusters
during the search, which incurs a large overhead.

6 CONCLUSION

This paper proposes TAG, an automatic DNN deployment
system that accelerates distributed training over scattered
resources. TAG combines both the DNN computation graph
and the device topology graph as input to a GNN, and
integrates the GNN with MCTS to identify optimized de-
ployment strategies. With automatic partial replication and
sufficient factor broadcasting, TAG can better utilize hetero-
geneous resources and reduce communication overhead for
DNN training. In our experiments, TAG achieves up to 4.56x
speed-up as compared to representative existing schemes.
TAG is generic and efficient in producing good strategies
for both unseen device topologies and DNN models without
re-training.

As a future direction, we plan to extend TAG to support
pipeline parallelism, by expanding the replication plan to
include a “pipeline” option. The graph compiler would need
to add appropriate control dependencies in the distributed
graph for ops to process different micro-batches in the same
pipeline stage, to achieve efficient pipelining.
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