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Abstract—To train modern large DNN models, pipeline parallelism has recently emerged, which distributes the model across GPUs and enables different devices to process different microbatches in pipeline. Earlier pipeline designs allow multiple versions of model parameters to co-exist (similar to asynchronous training), and cannot ensure the same model convergence and accuracy performance as without pipelining. Synchronous pipelining has recently been proposed which ensures model performance by enforcing a synchronization barrier between training iterations. Nonetheless, the synchronization barrier requires waiting for gradient aggregation from all microbatches and thus delays the training progress. Optimized pipeline planning is needed to minimize such wait and hence the training time, which has not been well studied in the literature. This paper designs efficient, near-optimal algorithms for expediting synchronous pipeline-parallel training of modern large DNNs over arbitrary inter-GPU connectivity. Our algorithm framework comprises two components: a pipeline partition and device mapping algorithm, and a pipeline scheduler that decides processing order of microbatches over the partitions, which together minimize the per-iteration training time. We conduct thorough theoretical analysis, extensive tested experiments and trace-driven simulation, and demonstrate our scheme can accelerate training up to 157% compared with state-of-the-art designs.

I. INTRODUCTION

Deep learning has advanced various applications in a wide range of domains [1][2][3]. Deep Neural Networks (DNNs) have significantly grown in size in recent years, in pursuit of better model accuracy. Training of large models over large datasets has prompted the rapid development of distributed DNN training frameworks (e.g., TensorFlow [4], PyTorch [5]).

A number of parallel-training paradigms have been adopted in practice. Data parallelism [6] partitions the training dataset among workers. Each worker holds a copy of the DNN, computes parameter updates using the local dataset, and synchronizes parameter updates with others periodically. AllReduce operation [7] is a common approach for parameter synchronization among workers. To handle large models which cannot be fit entirely into a single device’s memory, model parallelism [8] partitions a DNN model and places model partitions on different devices. In each training iteration, a mini-batch is processed by model partitions on the devices one after another, through forward propagation followed by backward propagation. Such vanilla model parallelism suffers from low device utilization, as only one device is active at each time when a mini-batch is trained across the devices hosting different model partitions. Pipeline parallelism [9] has been proposed to maximize device utilization during training. Similar to model parallelism, it partitions a DNN into stages and places stages over multiple devices; it further partitions each mini-batch of training data into equal-sized microbatches, and allows different devices to process different microbatches at the same time (i.e., microbatch pipelining).

Most works on pipeline parallelism [10][11][12][13] adopt asynchronous pipelining, by injecting microbatches into the training pipeline one by one and updating model parameters with gradients computed with a microbatch, whenever its earlier microbatches, which may inevitably slow down or even prevent training convergence, and render a model whose accuracy differs from that trained without pipelining [14].

To ensure model convergence and accuracy, synchronous pipeline parallelism has been advocated by a few recent studies [15][16]. It enforces a synchronization barrier between training iterations, to aggregate gradients computed with all microbatches before applying them for model update. Such a synchronization barrier flushes the pipeline and introduces waiting time (for training completion of all microbatches) into each training iteration, leading to lower device utilization as compared to asynchronous pipeline training. Optimal planning of synchronous pipeline training is needed to improve device utilization and minimize per-iteration training time, to achieve similar training time as asynchronous pipelining while providing convergence and accuracy guarantees. Pipeline planning includes DNN model partition, replication and device placement, as well as scheduling the order of microbatch processing across the devices within each training iteration. Non-trivial challenges exist, as follows:

First, in a typical DNN model, layers are not uniform in terms of computation time, parameter size and activation size. Optimal model partition over devices is hence challenging.

Second, previous pipeline designs have been restricted to homogeneous inter-GPU connectivity (or homogeneous in each level of a hierarchical topology) [15][10]. GPU interconnectivity is often more complicated in a practical machine learning (ML) cluster, including PCI-e or NVLink within...
a physical server [17], RDMA or TCP network between servers [18]. We will show that heterogeneous GPU interconnectivity leads to an exponential number of solutions for DNN model partition and device mapping (Sec. IV-B), adding to the difficulty of finding efficient, near-optimal solutions.

Third, deciding the execution order of all microbatches over all devices, respecting inter-stage dependencies and minimizing per-iteration training time, falls in the category of job shop problems. The job shop problem is NP-hard [19] even with only two machines (aka GPUs in our case).

Tackling the challenges, we design near-optimal algorithms that efficiently partition a given DNN model, replicate and distribute the partitions over available GPUs with arbitrary inter-GPU connectivity, and schedule microbatch processing over the stages to minimize per-iteration training time. Our main techniques and contributions are summarized as follows:

- Assuming model partition and device mapping are given, we design an efficient list ordering method to decide the processing order of microbatches on different GPUs, and then a scheduling algorithm that minimizes idle time of devices based on the order. With thorough theoretical analysis, we identify an upper bound of per-iteration training time, decided by two key factors: the number of stages that the DNN is partitioned into, and the maximum time to process a microbatch on a single stage or an inter-stage communication channel.

- We are hence inspired to design a pipeline partition and device mapping algorithm to minimize the maximum per-stage/channel execution time, given the number of stages to partition the model into. A recursive min-cut method is designed to identify a device order that maximizes inter-GPU bandwidth utilization. Based on the device order, we use dynamic programming to derive the optimal partition, replication and mapping solution.

- Our complete synchronous pipeline planning algorithm, SPP, iteratively invokes the pipeline partition/mapping algorithm and the execution order scheduler to identify the best number of partitioned stages and the set of near-optimal pipeline execution strategies accordingly. We rigorously analyze SPP and prove a worst-case performance guarantee.

- We conduct extensive testbed experiments and trace-driven simulation, carefully comparing SPP with state-of-the-art pipeline-training paradigms, including GPipe [15], PipeDream [10] and HetPipe [12]. Experimental results show that SPP can accelerate training up to 147% compared to GPipe, 157% to PipeDream and 80% to HetPipe in terms of per-iteration training time, and achieves the target accuracy in the most expedited manner as compared to baselines. We observe that SPP can strike a balance between the number of stages and the maximum per-stage execution/communication time in DNN partition, and maximally overlap communication and computation with its pipeline execution scheduling.

II. BACKGROUND AND RELATED WORK

DNN Training. A DNN model comprised of multiple layers is usually trained over a large dataset iteratively to minimize a loss function [20]. The dataset is typically divided into equal-sized mini-batches. In each training iteration, one mini-batch is processed to update the DNN model as follows: (1) forward propagation (FP): the mini-batch is computed by each layer of the DNN sequentially to derive a loss; 2) backward propagation (BP): gradients of model parameters are computed based on the loss from the last layer to the first layer; 3) a gradient update operation applies computed gradients to parameters in each layer with an optimization algorithm, e.g., stochastic gradient descent (SGD) or adaptive moment estimation (Adam) [20].

DNN Model Partition and Device Mapping. A number of studies have focused on partition and device mapping strategies for large DNN models through learning-based methods [21][22][23], which require large computing resources and long training time to derive a satisfying policy for one training job. A few efforts [24][25] exploit efficient heuristics for DNN model partition and device mapping at the operation level, requiring detailed cost modeling of the DNN model and accurate profiling of operation execution time. Our work focuses on layer-level DNN model partitioning and mapping, and derives a polynomial-time pipeline planning strategy.

Data Parallelism (DP) and Model Parallelism (MP) are commonly adopted to parallelize training across multiple devices. As shown in Fig. 1(a), with DP, three mini-batches are each trained on one GPU with a complete copy of model parameters; an AllReduce operation synchronizes computed gradients after training of all mini-batches. With MP (Fig. 1(b)), in each training iteration, a mini-batch is fed into the device hosting the first stage(s) of the DNN model for FP, and the computed activations are passed to later stages on other devices for BP; during BP, gradients are computed and passed from one device to another following reverse sequence of the stage(s). In this way, only one device is active at each time, where FP or BP of the mini-batch is being carried out, while other devices are idle, leading to low device utilization.
Pipeline Parallelism Based on model parallelism, pipeline parallelism further divides a mini-batch into equal-sized microbatches (Fig. 1(c)). The microbatches are consecutively fed into the device hosting the first stage(s) whenever the forward computation of the previous microbatch is done on this device, rendering a training pipeline. Consequently, it enables multiple devices to process different microbatches simultaneously.

Asynchronous Pipeline Training. PipeDream [10] partitions a DNN model over multiple servers, allowing stage replication among the servers, and further divides a stage over GPUs within each server, aiming at minimizing the maximum time to process a single stage. Its server configuration and inter-server connectivity are both homogeneous. Stage execution is scheduled to ensure that every FP stage is immediately followed by a BP stage. Geng et al. [11] study pipeline parallelism over heterogeneous GPUs, and propose a dynamic tuning algorithm to identify straggler devices and redistribute the DNN model for better load balance. In HetPipe [12], each node (comprised of homogeneous GPUs) trains the DNN model in a pipelined manner similar to PipeDream without stage replication; DP is used for training and parameter synchronization among nodes. With asynchronous pipelining, microbatches are trained on outdated versions of model parameters to compute gradients, leading to slow model convergence and lower accuracy of the obtained model as compared to synchronous training [14]. Several studies have investigated mitigating the accuracy loss via weight prediction [26] or randomized smoothing [27], under restricted assumptions of training loss functions.

Synchronous Pipeline Training. GPipe [15] is a synchronous pipeline training framework, including (1) a partition strategy that ensures approximately the same number of DNN layers on each GPU, and (2) a schedule to execute all FP before starting any BP. It does not allow stage replication and provides no device mapping strategies. We design efficient algorithms to deal with all aspects of synchronous pipeline planning.

III. SYSTEM MODEL

A. DNN Model and Device Connectivity

We consider a DNN model, $D$, consisting of $L$ layers, e.g., attention layers, convolutional and fully-connected layers. In each training iteration, a mini-batch is divided into $M$ equal-sized microbatches of size $Z$ each. Every microbatch is trained through FP through all $L$ layers, followed by BP over the $L$ layers in the reverse order. We divide $D$ into multiple stages, place the stages on different GPUs, and allow different GPUs to process different microbatches simultaneously in the pipelined manner. Following the end of BP of all microbatches, a gradient aggregation operation aggregates gradients computed from all microbatches and applies them to update the model parameters. As time needed for gradient aggregation and apply is much shorter than FP/BP time, we ignore it in our pipeline parallelism design.

$V$ homogeneous GPUs on multiple physical servers are available for training this DNN model. We consider a variety of GPU inter-connectivity, including PCIe or NVLink (providing direct GPU-GPU communication channel) between GPUs in the same physical server (e.g., in NVIDIA DGX-1 [17]), TCP or RDMA connections across GPUs in different servers [18], with various bandwidth levels. Graph $G(V, E)$ represents the multi-GPU system for training $D$, where $V$ includes the $V$ GPUs and $E$ contains all inter-connections between the GPUs. Each edge $(v, v')$ in $E$ is associated with a weight, $b_{v,v'}$, representing the available bandwidth between GPU $v$ and GPU $v'$. Let $b_{\text{min}}$ and $b_{\text{max}}$ be the minimum and maximum bandwidth among all edges in $E$, respectively.

The forward (backward) computation time of a microbatch over layer $l$ of DNN $D$ on a given GPU is $p_{l}^{f}$ ($p_{l}^{b}$). Let $\alpha_{l}$ be the size of parameters/gradiebts of layer $l$, which can be profiled through one trial run of the whole model using several training iterations, $d_{l, l+1}^{f}$ denotes the size of activations passed from layer $l$ to layer $l + 1$ during FP, and $d_{l, l+1}^{b}$ is the size of gradients transferred from layer $l + 1$ to layer $l$ during BP.

B. Synchronous Pipeline with Stage Replication

We target synchronous pipeline design that minimizes per-iteration training time, including two subproblems:

1) Pipeline Partition, Replication and Device Mapping:

We decide the stage set $S = \{s_{1}, s_{2}, \ldots, s_{|S|}\}$ with $|S| \leq V$ to partition model $D$ into, and a device mapping function $\mathcal{F}: S \rightarrow P(V)$, where $P(V)$ includes all subsets of device set $V$.

We consider classical interval partition, that each stage consists of a number of consecutive layers: for stage $s \in S$, if layer $l_{\text{start}}$ and layer $l_{\text{end}}$ belong to $s$, then all layers $l$, with $l_{\text{start}} \leq l \leq l_{\text{end}}$, belong to $s$. Without loss of generality, we assume a sequential dependency through $s_{1}, s_{2}, \ldots, s_{|S|}$, i.e., the last layer $l_{n+1}^{\text{end}}$ in stage $s_{n}$ is the predecessor of the first layer $l_{1}^{\text{start}}$ in stage $s_{n+1}$ in the DNN model.

$\mathcal{F}$ maps each stage $s \in S$ to one or multiple GPUs, ensuring that each GPU hosts exactly one stage or one replica of a stage. In our design, we allow a stage to be replicated and executed over multiple GPUs in a data-parallel fashion. Suppose stage $s$ is replicated over $k$ GPUs $\{v_{1}, v_{2}, \ldots, v_{k}\}$. Processing of a microbatch by stage $s$ is distributed over the $k$ GPUs (by evenly dividing input data among these GPUs), and we assume that the forward (backward) computation time of each layer $l$ in stage $s$ on each replica device is now $p_{l}^{f}(\frac{\alpha_{l}}{k})$ 2 Fig. 2(a) gives an example, where a 6-layer DNN model is trained using 4 GPUs. The model is partitioned into three stages with stage 2 replicated over GPU 2 and GPU 3.

Such stage replication may improve GPU utilization and further balance stage processing time, together with stage partition. In Fig. 2, suppose the size of layers in stage 2 is much larger than the other stages, replicating stage 2 on two GPUs allows forward/backward computation time of the stage to be similar to others, as shown in Fig. 2(b).

2We note that non-linear change of training time may happen when a layer is replicated, i.e., each layer replica’s execution time is not exactly $\frac{1}{k}$ of the layer’s processing time without input data partition. Our algorithm can be readily extended to the non-linear case by modeling the computation time of each layer given different input data sizes.
TABLE I: NOTATION

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D)</td>
<td>the DNN model</td>
</tr>
<tr>
<td>(L)</td>
<td># of layers</td>
</tr>
<tr>
<td>(M)</td>
<td># of microbatches in one iteration</td>
</tr>
<tr>
<td>(V)</td>
<td># of GPUs</td>
</tr>
<tr>
<td>(g(V, E))</td>
<td>GPU inter-connection graph ((V): GPUs; (E): inter-GPU connections)</td>
</tr>
<tr>
<td>(b_{v,v'})</td>
<td>bandwidth between GPU (v) and GPU (v')</td>
</tr>
<tr>
<td>(b_{min}(b_{max}))</td>
<td>minimum (maximum) bandwidth in (E)</td>
</tr>
<tr>
<td>(p_l(p_f))</td>
<td>FB (BP) computation time of layer (l) per microbatch</td>
</tr>
<tr>
<td>(\alpha_l)</td>
<td>size of parameters (gradients) of layer (l)</td>
</tr>
<tr>
<td>(d_{l,l+1}^p(d_{l,l+1}^b))</td>
<td>size of activations (gradients) from layer (l) to (l+1) during FP (BP)</td>
</tr>
<tr>
<td>(S)</td>
<td>set of all stages that (D) is partitioned into</td>
</tr>
<tr>
<td>(S_{rep})</td>
<td>set of replicated stages</td>
</tr>
<tr>
<td>(F: S \rightarrow F(V))</td>
<td>device mapping function from stages to sets of GPUs</td>
</tr>
<tr>
<td>(c_{s_n,s_{n+1}}^f(c_{s_n,s_{n+1}}^b))</td>
<td>communication time between stages (s_n) and (s_{n+1}) during FP (BP)</td>
</tr>
<tr>
<td>(e_{s_n,s_{n+1}}(e_{s_n,m}))</td>
<td>start time of stage (s_n)’s processing of microbatch (m) during FP (BP)</td>
</tr>
<tr>
<td>(A_s)</td>
<td>time taken by AllReduce operation of stage (s)</td>
</tr>
<tr>
<td>(e_s)</td>
<td>start time of AllReduce operation of stage (s)</td>
</tr>
</tbody>
</table>

After completion of backward computation of microbatches on all \(k\) replicas of stage \(s\), a ring AllReduce operation [7] synchronizes gradients of stage \(s\) across the \(k\) GPUs. Especially, the \(k\) GPUs are organized into a logical ring topology, and each GPU exchanges gradients/parameters with its neighbors in the ring through inter-GPU connections. The size of communication data (gradients and parameters) involved in the AllReduce operation is \(2(k-1)\sum_{l \in S} \min_{v,v' \in \{v_1,v_2,...,v_k\}} b_{v,v'}\) per GPU [28]. The time taken by the AllReduce operation, denoted by \(A_s\), is further decided by the minimum connection bandwidth among the \(k\) GPUs:

\[
A_s = \frac{2(k-1)\sum_{l \in S} \min_{v,v' \in \{v_1,v_2,...,v_k\}} b_{v,v'}}{k} \tag{1}
\]

2) Execution Scheduling: We also decide the execution order of processing each microbatch on each stage, as well as running the AllReduce operations for replicated stages. Let \(e_{s_n,m}^f(e_{s_n,m}^b)\) be the start time of forward (backward) computation of microbatch \(m\) on stage \(s_n\).

Execution schedule should respect forward-backward dependency and stage dependency. Each GPU can only process one microbatch at a time. Let \(e_{s_n,s_{n+1}}^f\) and \(e_{s_n,s_{n+1}}^b\) represent the inter-stage communication time between stage \(s_n\) and stage \(s_{n+1}\) during FP and BP, respectively. We ignore the time for data passing between layers residing in the same GPU. We formulate the dependencies as follows.

- (Forward-backward dependency):
  \[
  e_{s_n,s_{n+1}}^f + \sum_{v \in \mathcal{F}(s_{n+1})} p_v^f \leq e_{s_n,s_{n+1}}^b, \forall m \in \{1,\ldots,M\}
  \]

- (Stage dependency):
  \[
  e_{s_n,s_{n+1}}^f + \sum_{v \in \mathcal{F}(s_{n+1})} p_v^f \leq e_{s_n,s_{n+1}}^b, \forall m \in \{1,\ldots,M\}, \forall n \in \{1,\ldots,|S|-1\}
  \]

To compute inter-stage communication time, when \(s_n\) and/or \(s_{n+1}\) are replicated over multiple GPUs, we evenly distribute the data being transmitted across inter-stage links. For example in Fig. 3, \(s_n\) is replicated onto 2 GPUs and \(s_{n+1}\) onto 3 GPUs. During FP, 1/3 of the activations derived by each of the two GPUs hosting stage \(s_n\) is sent to each of the three GPUs hosting stage \(s_{n+1}\). During backward propagation, each GPU running \(s_{n+1}\) splits its gradients (computed with a microbatch) into two sets of gradients corresponding to two smaller batches, and sends the two sets to the two GPU of \(s_n\), respectively; each replica of \(s_n\) sums up received gradients from replicas of \(s_{n+1}\). The inter-stage communication time is decided by the minimum link bandwidth between GPUs in \(\mathcal{F}(s_{n+1})\) and in \(\mathcal{F}(s_{n+1})\) (note \(d_{l,l+1}^p(l_{n+1})\) and \(d_{l,l+1}^b(l_{n+1})\) are data size produced by an entire microbatch, i.e., sum of data produced by all replicas of a stage).

\[
e_{s_n,s_{n+1}}^b = \left| \mathcal{F}(s_n) \right| \min_{v \in \mathcal{F}(s_{n+1})} \left| \mathcal{F}(s_{n+1}) \right| b_{v,v'} \tag{2}
\]
Let $S_{\text{repl}}$ be the set of replicated stages, and $e^s_a$ denote the start time of AllReduce operation of stage $s \in S_{\text{repl}}$. We further have:

- **(AllReduce operation dependency):**
  \[
  c_{m,s+1}^b = \min_{i \in \mathcal{F}(s_a), j \in \mathcal{F}(s_{a+1})} \frac{d_{m,s+1}^{i,j} + n_{m,s+1}^{i,j} \cdot b_{n,v}}{|\mathcal{F}(s_a)| - |\mathcal{F}(s_{a+1})|}
  \]

We aim at minimizing the makespan of training all $M$ microbatches, i.e., the per-iteration training time of the DNN:

\[
\text{minimize } \max \left\{ \sum_{m=1}^{M} \max_{j \in \mathcal{F}(s)} \left( e_{m,s+1}^b + \frac{\sum_{j \in \mathcal{F}(s)} p_{j}^{b} + \sum_{j \in \mathcal{F}(s)} A_{j}}{|\mathcal{F}(s)| - |\mathcal{F}(s_{a+1})|} \right) \right\}
\]

(2)

An AllReduce operation and inter-stage communication do not share the same inter-GPU connections: the former uses links between GPUs hosting replicas of the same stage, while the latter is between GPUs hosting different stages (also recall that one GPU can only host (a replica of) one stage). The AllReduce operation of a replicated stage $s_n$ can take place at the same time as inter-stage communication and backward computation of stages $s_{n-1}, s_{n-2}, \ldots$ as well as AllReduce operations of other replicated stages. Therefore, the completion time of a training iteration in (2) is decided by the latest among backward computation completion time of all microbatches over stage 1 and end time of AllReduce operations of all replicated stages. Note that our schedule may not ensure that microbatches are processed in the same sequence at each stage; instead, we enforce a synchronization barrier in each training iteration, as represented by the inside max over all microbatches in (2).

An example execution schedule is given in Fig. 2(b). As stage 2 is replicated over two GPUs, an AllReduce operation happens when backward computation of all three microbatches over both GPUs has been done, ensuring the model parameters on GPU 2 and GPU 3 are updated the same.

### IV. Pipeline Planning Algorithms

We now design algorithms for efficient synchronous pipeline training. We start with execution scheduler design, assuming model partition and device mapping are given; then we devise the partition and device mapping algorithm that minimizes per-iteration training time together with the execution scheduler.

#### A. Execution Scheduler

Given model partitions $\mathcal{S}$ and device mapping $\mathcal{F}$, our scheduling problem, as presented in Sec. III-B2, is a special case of the NP-hard job shop problem [19]: microbatches correspond to jobs of the same type and stages correspond to machines in the job shop problem, and the objective is to minimize the total time of executing all jobs. We design an efficient pipeline execution (PE) scheduling algorithm to achieve a proven performance bound.

The PE algorithm contains two modules: 1) an ordering method to decide execution order of microbatches over stages on different GPUs, and 2) an algorithm that schedules pipeline execution based on the computed order.

1) **Execution ordering**: We define a computation block as the forward or backward computation of a stage. As backward computation of the last stage $s_{|\mathcal{S}|}$ follows immediately forward computation of $s_{|\mathcal{S}|}$, we merge stage $s_{|\mathcal{S}|}$’s forward and backward computation blocks into a single computation block. We define the inter-stage communication from $s_n$ to $s_{n+1}$ or from $s_{n+1}$ to $s_n$ to be a communication block, including all communication over this communication channel, i.e., the set of connections from GPU(s) hosting the former stage to GPU(s) hosting the latter stage. The end-to-end training of every microbatch in a training iteration involves $2|\mathcal{S}| - 1$ computation blocks, $2|\mathcal{S}| - 2$ communication blocks and $|\mathcal{S}_{\text{repl}}|$ AllReduce operations for replicated stages. Let $\mathcal{J} = \{1, 2, \ldots, 4|\mathcal{S}| - 3\}$ be the ordered list of all computation and communication blocks, with blocks ordered according to their execution dependencies.

An execution order queue, $U_s$, is maintained for each stage $s \in \mathcal{S}$, containing (microbatch index, block number) pairs indicating the order of processing microbatches by forward or backward computation blocks of stage $s$.

For each block $j \in \mathcal{J}$, we maintain an available microbatch queue $Q_j$, containing microbatches which have been processed by block $j - 1$ but not by $j$. Initially $Q_1$ includes all microbatches in order of their indices, and $Q_j = \emptyset, \forall j \in \mathcal{J}/\{1\}$.

We order microbatch processing over the blocks as follows. According to the order of blocks in $\mathcal{J}$, we pop out one microbatch $m$ at the head of a non-empty queue $Q_j$, and push it to the end of queue $Q_{j+1}$ of the next block (if $j$ is not the last block in $\mathcal{J}$); if block $j$ is a computation block of stage $s$, we add $(m, j)$ to execution order queue $U_s$. Going through the block list, we identify at most one microbatch to be processed by each block, corresponding to microbatches that can be processed about simultaneously. We loop through the block list repeatedly until all available microbatch queues are empty ($Q_j = \emptyset, \forall j \in \mathcal{J}$), i.e., end-to-end training of all microbatches is ordered.

2) **Scheduling**: We next exploit the execution order queues, $U_s$’s, and schedule a microbatch’s processing on a block as soon as it is ready. We start by popping the first (microbatch index, block number) out of queue $U_s$, of the first stage $s_1$, and process the corresponding microbatch on the respective block. Once a computation block is executed, the successor communication block is immediately run (upon the communication channel becoming idle). Upon processing completion of a scheduled computation block of stage $s$ or a communication block which transmits data to stage $s$, we examine queue $U_s$: if the first (microbatch index, block number) in $U_s$ is ready to be executed (i.e., the microbatch has been processed by the precedent block), we pop it out and run it. This procedure terminates when $U_s = \emptyset, \forall s \in \mathcal{S}$, i.e., all microbatches have been processed by all computation and communication blocks.

For each replicated stage $s \in \mathcal{S}_{\text{repl}}$, when all microbatches have been processed by backward computation block of this stage, the corresponding AllReduce operation is executed.
Lemma 1. Per-iteration training time achieved by Alg. 1, \( T_{PE} \), is no larger than \((1 + \frac{4|S|-4}{3})MC + \max_{s \in S_{rep}} \{ A_s \}, \) where \( C \) = \( \max_{m \in \{1,2,\ldots,M\}} \left( \frac{\sum_{i \in S} p_i}{\frac{1}{\left|P_{(s_{1})}\right|}} \right), \) \( \max_{s \in S_{rep}} \{ e_{s1} + A_s \} \), \( \left\{ c_{s,n+1,s_{n+1}} + c_{n+1,n_{s+1}} \right\} \) denote the maximum time to process a microbatch on a single stage (including both forward and backward computation) or an inter-stage communication channel (including data transfer in both forward and backward propagation phases), without considering AllReduce operations.

We have all the missing proofs in our technical report.

B. DNN Partition and Device Mapping Algorithm

Lemma 1 shows that the per-iteration training time is positively related to the number of stage \( |S| \) that DNN \( D \) is partitioned into, the maximum time \( C \) to process a microbatch on a single stage or communication channel, and the maximum AllReduce operation time among replicated stages. The number of stage partitions, \( |S| \), is at most as the number of GPUs, \( V \). We next design a model partition and device mapping algorithm aiming at minimizing the maximum time, \( W(|S|) \), to process all microbatches on a single stage (including AllReduce operations) or a communication channel, given the number of stages \( |S| \). The purpose is to minimize the upper bound of per-iteration training time in Lemma 1, as \( W(|S|) \) is related to both \( C \) and \( \max_{s \in S_{rep}} \{ A_s \} \):

\[
W(|S|) = \max\left\{ \max_{s \in S_{rep}} \left\{ M \sum_{l \in S} (p_l + p_b) \right\}, \right. \\
\left. \max_{l \in S} \left\{ M \sum_{v \in |V|} (p_l + p_b) \right\}, \right. \\
\left. \max_{n \in \{1,\ldots,|S|-1\}} \left\{ M \left( c_{n,s_{n+1}} + c_{n+1,n_{s+1}} \right) \right\} \right\}
\]

Our DNN partition and device mapping problem, without considering stage replication, can be reduced to the NP-complete problem of pipeline partition over a heterogeneous communication platform [29], which partitions a workflow among a cluster of devices with heterogeneous connectivity to maximize the pipeline throughput. We design an efficient balanced pipeline partition and device mapping algorithm (BPPM) to derive a near-optimal solution, which includes two components: 1) a device ordering module that calculates a linear ordering of all GPUs; and 2) an algorithm that partitions the DNN model onto GPUs respecting the device order.

1) Recursive device ordering (RDO): We decide a linear ordering of GPUs in \( V \): \( \{v_1, v_2, \ldots, v_V\} \). We will map stages (stage replicas) to devices according to this ordering and stage dependencies, i.e., (replicas of) the first stage mapped to the device(s) at the head of the device ordering, and then the next stage to latter device(s), etc. We target a linear ordering with minimal bandwidth between consecutive GPUs, such that the bandwidth between stages and between replicas of the same stage is maximized. A recursive min-cut algorithm is designed to find the ordering in polynomial time, as given in Alg. 2. \( rank_l \) (\( rank_h \)) represents the lowest (highest) rank of devices in the current subgraph in the ordering, initialized to 1 and \( V \), respectively (in the complete Alg. 3 that invokes RDO). In each recursive step, we find a min-cut within the current input graph (leveraging an efficient min-cut algorithm in [30]), partition the graph into two subgraphs accordingly, and call RDO again to order devices in the two subgraphs, respectively. When the input graph contains only one GPU, we assign \( rank_l \) (which equals \( rank_h \)) to it. We order GPUs according to their computed ranks in ascending order.
The link(s) within the min-cut will be used for inter-stage communication between the two consecutive stages mapped respectively onto two GPUs in the two subgraphs, or AllReduce operation within one stage whose replications are mapped into both subgraphs. Since all GPUs will be used in pipeline training, at least one link in each min-cut needs to be used for communication (as otherwise the training topology will not be a connected graph). By dividing the device graphs in this way, link(s) in each min-cut will be used only between two stages or among replicas of one replicated stage, but not between two pairs of consecutive stages or replicas of two replicated stages. Hence, links with small bandwidth are minimally exploited while large-bandwidth links are maximally used for inter-stage or AllReduce communication, minimizing the maximum communication time on a single communication channel.

2) Pipeline partition, replication and mapping (PRM): Following the device ordering \( \{v_1, v_2, \ldots, v_V\} \), we leverage dynamic programming to partition and map \( D \) onto the GPUs that minimizes the maximum execution time \( W(|S|) \) on a single stage or communication channel.

Let \( W(l, \xi, r, i) \) denote the optimal (aka minimum) maximum execution time on a single GPU or communication channel, when we partition the first \( l \) consecutive layers in \( D \) into \( \xi \) stages with the last stage replicated into \( r \) replica(s) \((r \geq 1) \), and place the stages over GPUs \( v_1 \) to \( v_2 \). We have \( W(|S|) = \min_{1 \leq r \leq L} W(L, |S|, r, V) \). \( W(l, \xi, r, i) \) can be recursively computed as follows:

\[
W(l, \xi, r, i) = \min_{1 \leq l' \leq l-1, 1 \leq r' \leq r} \max\{W(l', \xi, \xi - 1, r', i, r), \frac{\sum_{v \in V} (d_{v v} + p_{v v})}{r} + A_{v+1 \rightarrow i}(v_{i-r+1} \rightarrow v_{i})\}
\]

The first term inside max is the minimal execution time on a single GPU/communication channel by optimal partition of layers 1 to \( l' \) into \( \xi - 1 \) stages (with the last stage replicated on \( r' \) GPUs) and mapping them on GPUs \( v_{i-r} \) to \( v_{i} \). The second term computes the total communication time on the communication channel between layers \( l' \) and \( l' + 1 \), where \( b_{v v} = \min_{r' \in \{v_{i-r+1}, v_{i-r+1+1}, \ldots, v_{i-1} \}} \) is the minimal link bandwidth between \( r' \) replicas of layer \( l' \) and \( r \) replicas of layer \( l' + 1 \). The third term is the training time on the last stage, including processing time of all microbatches over layers \( l' + 1 \) to \( l \) replicated on \( r \) GPUs and time taken by the corresponding AllReduce operation. Here \( A_{v+1 \rightarrow i}(v_{i-r+1} \rightarrow v_{i}) \) denotes the time for AllReduce operation of layers \( l' + 1 \) to \( l \) replicated over GPUs \( v_{i-r+1} \) to \( v_{i} \).

To compute \( W(l, \xi, r, i) \), we solve the subproblem of optimally partitioning the first \( l' \) layers into \( \xi - 1 \) stages on GPUs \( v_1 \) to \( v_{i-r} \) while replicating the stage containing layers \( l' + 1 \) to \( l \) over GPUs \( v_{i-r+1} \) to \( v_{i} \). We consider all possible choices of layer \( l' \) and various replication strategies of the stage containing \( l' \), and decide \( W(l, \xi, r, i) \) as the minimal time computed among them. The detailed dynamic programming PRM algorithm is omitted due to space limit, which takes \( G(V, E), \{v_1, v_2, \ldots, v_V\}, D, L, V, \xi, r \) as input, and output \( W(L, \xi, r, V) \) as well as \( S \) and \( \mathcal{F} \). The following lemma shows that the best stage partition and device mapping that our algorithms identify when the given number of stages varies, achieves a maximum per-stage/communication channel execution time close to optimum.

Lemma 2. Let \( W_{PRM} = \min_{\xi \in \{1, \ldots, V\}} W(|S|) \). \( W_{PRM} \) achieved by RDO and PRM is no larger than \((1 + \Phi)\) times \( W^* \), the optimal (aka minimum) maximum execution time on a single stage or communication channel, where \( \Phi = \max_{\{p_{max}, d_{max}\}} \left(\frac{1}{b_{min}} - \frac{1}{b_{max}}\right), \) \( d_{max} = \max_{1 \leq l \leq L} (d_{l, l+1} + d_{l, l+1}), \) \( p_{max} = \max_{1 \leq l \leq L} (p_1 + p_l) \), and \( \Gamma = \sum_{1 \leq l \leq L} \frac{p_1 + p_l}{V} \).

C. Complete Synchronous Pipeline Planning Algorithm

Our complete synchronous pipeline planning (SPP) algorithm is given in Alg. 3, which produces model partition \( S \), device mapping \( \mathcal{F} \) and execution schedule \( e \). We first leverage RDO in Alg. 2 to obtain a linear ordering of all GPUs (lines 1-2). We next vary the number of stages from 1 to \( V \) (line 4): given a stage number to partition the model into, we vary \( r \) and call PRM to compute the best stage partition and device mapping (lines 5-8) that achieve the minimum \( W(|S|) \); we then invoke PE in Alg. 1 to compute execution schedule of microbatches over these partitions on the respective devices (line 9). We identify the best stage partition number as the one minimizing the makespan of a training iteration (lines 10-12) together with the corresponding \( S, \mathcal{F} \) and \( e \).

Theorem 1. The makespan of a training iteration achieved by SPP, \( T_{SPP} \), is less than \((2 + \frac{W_{SPP}}{M})(1 + \Phi)\) times the optimal makespan, \( T^* \).

Theorem 2. Our complete synchronous pipeline planning Alg. 3 runs in polynomial time.

V. PERFORMANCE EVALUATION

We evaluate SPP with both testbed experiments and simulation studies.

A. Testbed experiments

Implementation. We implement SPP using C++ and Python on Tensorflow 1.14.1 [4]. We use Tensorflow profiler to collect runtime data of each layer of each DNN model.
(e.g., forward/backward computation time, parameter size and activation size) over 20 training iterations. We assign a priority to each stage or AllReduce operation (implemented using NCCL collective AllReduce [31]) based on our computed execution order, such that they can be scheduled by TensorFlow execution engine accordingly.

**Testbed.** We evaluate SPP in two testbed environments: (1) One consists of 4 GPU servers, inter-connected by a Dell Z9100-ON switch, with 50Gbps peak bandwidth between any two servers. Each server has one 8-core Intel E5-1660 CPU, two GTX 1080Ti GPUs and one 50GbE NIC. (2) The other is a single server equipped with 4 Tesla V100 GPUs, two 10-core Intel Xeon E5-2630 v4 CPUs and a 100GbE NIC. GPUs in the server are connected with 128Gbps PCIe bus.

**DNN models.** We train 7 representative DNN models: three image classification models on the ImageNet dataset [32] and four NLP models on SQuAD2.0 dataset [33] (Table II). The number of microbatches and microbatch size for training each model are set as the maximum number×size (aka mini-batch size) without causing OOM (out of memory) for most baseline models. The large batch sizes we use are consistent with common practice [16]. To run SPP, we modified ResNet152 by ignoring shortcut connections and Inception-V3 by aggregating parallel branches (branches with the same start point and end point) as one layer. We apply SPP to the modified models to decide the strategies, and then train the original models (without the modifications) using the obtained strategies.

**Baselines.** SPP is compared with 4 state-of-the-art schemes: (i) Data Parallelism (DP), with each GPU training the complete model with mini-batch size amount of data; (ii) GPipe [15]; (iii) PipeDream [10]; (iv) HetPipe [12] (see Sec. II for details of the latter three). Unless stated otherwise, we enforce a synchronization barrier at the end of each training iteration in PipeDream and HetPipe, removing the negative impact of asynchronous training on model convergence.

**Per-iteration training speed-up.** We compare SPP with all baselines in terms of per-iteration training time in the first testbed environment (1080Ti×8). In the other environment (V100×4), we omit HetPipe as all four GPUs are on the same server, reducing HetPipe to PipeDream solutions. In Table III, the speed-up is computed by \( \frac{\text{Baseline time} - \text{SPP time}}{\text{SPP time}} \). SPP outperforms the baselines in all cases. While both DP and HetPipe require an AllReduce operation to synchronize gradients, SPP incurs less parameter synchronization traffic and maximally overlaps communication with computation within each training iteration. As a result, SPP outperforms them by more than 20% in most cases. The large speed-up for SPP over baselines on Inception-V3 demonstrates that our design handles a model with non-uniform layer computation time well. As VGG-19 has a small number of layers that can be easily optimally partitioned, we observe minor gain comparing SPP with PipeDream and GPipe. For BERT-large on 1080Ti×8 testbed, PipeDream partitions the model into uniform stages, achieving similar good performance as SPP.

**End-to-end training performance.** We next compare training convergence among SPP, DP, GPipe and PipeDream. For PipeDream, we use its original asynchronous pipeline design. Fig. 4 shows the training progress of VGG19 on the V100×4 testbed to achieve a target 90% top-5 accuracy [32]. SPP achieves the target accuracy using the least training time. Despite only marginal speed-up in per-iteration training time as compared to PipeDream (using its synchronous pipeline mode that we implemented), here SPP outperforms PipeDream (with original asynchronous pipeline design) by 9.05% in terms of the end-to-end training time. This is because PipeDream’s asynchronous pipeline training slows down the model convergence progress, as training microbatches on outdated versions of model parameters [14].

### B. Trace-driven Simulation

**Settings.** By default, we simulate training of BERT-large (27-layers including 24 transformer layers) with 32 microbatches and a microbatch size of 6 on 8 servers, each equipped with 4 GPUs. We drive our simulation using profiled data collected by running the DNN on a V100 GPU. 3 servers have intra-server bandwidth between [96, 128] Gbps (representing PCIe links [38]), and the other 5 servers [160, 200] Gbps (representing NVLink connections [39]). By default, inter-server bandwidth is set within [32, 40] Gbps to emulate an RDMA network [40].

1) **Different numbers of microbatches:** Fig. 5 shows that SPP achieves significant training speed-up compared with the four baselines at different microbatch numbers (M). We also observed (figure omitted due to space limit) that higher GPU utilization is achieved with SPP when M is larger, implying the diminishing gap between SPP and the optimal solution (which maximizes utilizes GPUs for the best training speed). This is consistent with Theorem 1: as M increases, the approximation ratio becomes smaller (i.e., better).

2) **Different inter-server bandwidth levels:** We emulate three types of inter-server networks with low, medium and high bandwidth, respectively. Fig. 6 shows that per-iteration training time of SPP, GPipe and PipeDream is stable at different bandwidth levels, while performance of DP and HetPipe drops dramatically at small bandwidth. This is because the former three overlap most inter-stage communication and AllReduce operations with computation, achieving higher GPU utilization even with small communication bandwidth. DP and HetPipe require an AllReduce operation over inter-server connections at the end of each training iteration, which incurs large communication time with small bandwidth.

3) **Different inter-GPU connectivity:** We next vary the number of available GPUs on servers and the server number.

<table>
<thead>
<tr>
<th>Model</th>
<th># of parameters</th>
<th># of microbatches</th>
<th>microbatch size (# of samples)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG19 [34]</td>
<td>144M</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>ResNet152 [2]</td>
<td>60M</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Inception-V3 [35]</td>
<td>24M</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>Transformer [36]</td>
<td>35M</td>
<td>8</td>
<td>32</td>
</tr>
<tr>
<td>BERT-large [1]</td>
<td>340M</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>XLNet-large [37]</td>
<td>550M</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>BERT-48 [1]</td>
<td>640M</td>
<td>4</td>
<td>4 - 1080Ti×8 2 - V100×4</td>
</tr>
</tbody>
</table>

**TABLE II: Benchmark DNN models**
4) Different numbers of layers: Fig. 8 compares the training performance of BERT-large, BERT-48 (48 Transformer layers) and BERT-72 (72 Transformer layers). As the model size increases, it is more difficult to obtain optimal model partition and device mapping solution. However, performance of SPP and PipeDream remains quite stable, with SPP outperforming PipeDream by more than 20% on the three models.

5) Different inter-layer data sizes: We investigate the impact of activation sizes which influence inter-stage communication time, by scaling the activation data in BERT-large by different factors. Fig. 9 shows that the per-iteration training time with SPP remains similar with the increase of activation sizes, due to the excellent communication and computation overlap it achieves. GPipe tends to partition the model into more stages, resulting in more inter-stage communication time.

6) Different numbers of stages: Lemma 1 gives that the performance of our algorithm is related to: (1) the number of stages $|S|$, and (2) $\mathcal{W}_{PRM}$, the maximum time to process all microbatches on a single stage or communication channel. While PipeDream only aims at minimizing $\mathcal{W}_{PRM}$, SPP strikes a balance between the two factors. In Fig. 10, $\mathcal{W}_{PRM}$ first decreases when the model is partitioned into more stages, and becomes stable starting from the stage number of 4. The main reason is that for training BERT-large (with 24 uniform Transformer layers) on 32 GPUs, the per-stage training time with 4 stages is already quite close to the optimal per-stage training time. The training time first decreases as $\mathcal{W}_{PRM}$ drops, and then increases when $\mathcal{W}_{PRM}$ stabilizes and $|S|$ becomes the dominant factor, which is consistent with Lemma 1. This indicates that only minimizing $\mathcal{W}_{PRM}$ does not yield the best solution. SPP strategically selects the 6-stage partition solution to minimize per-iteration training time.

VI. CONCLUSION

This paper designs efficient algorithms for expediting synchronous pipeline training of DNNs over arbitrary inter-GPU connectivity. We partition a given DNN, replicate and distribute the partitions over available GPUs, and design an efficient scheduler to order pipeline execution of microbatches over partitioned stages on different GPUs, minimizing the training time. Our comparative experiments on two GPU testbeds prove that our design outperforms state-of-the-art approaches up to 157%. Trace-driven simulations further show our algorithms’ superiority under various settings.

3With 4 stages, we roughly have 6 layers per stage and each stage replicated to 8 GPUs; per-stage time is $6p/B$ (p denotes per-layer computation time) plus AllReduce time. Optimal per-stage training time is lower bounded by $24p/32$. 

### TABLE III: Per-iteration training time (in seconds) of different DNN models

<table>
<thead>
<tr>
<th>Model</th>
<th>Testbed</th>
<th>SPP (Speed-up</th>
<th>DP  (Speed-up)</th>
<th>GPipe (Speed-up)</th>
<th>PipeDream (Speed-up)</th>
<th>HetPipe (Speed-up)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGG19</td>
<td>1080Ti×8</td>
<td>1.799</td>
<td>2.582 (60.2%)</td>
<td>2.120 (17.9%)</td>
<td>1.949 (8.5%)</td>
<td>2.696 (40.9%)</td>
</tr>
<tr>
<td></td>
<td>V100×4</td>
<td>0.983</td>
<td>1.245 (26.7%)</td>
<td>1.106 (21.7%)</td>
<td>1.126 (20.4%)</td>
<td>-</td>
</tr>
<tr>
<td>ResNet52</td>
<td>1080Ti×8</td>
<td>0.732</td>
<td>0.896 (22.4%)</td>
<td>1.214 (65.8%)</td>
<td>0.766 (19.7%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>V100×4</td>
<td>0.832</td>
<td>1.207 (45.3%)</td>
<td>1.041 (25.1%)</td>
<td>0.873 (4.9%)</td>
<td>-</td>
</tr>
<tr>
<td>Inception-V3</td>
<td>1080Ti×8</td>
<td>0.303</td>
<td>0.420 (38.6%)</td>
<td>0.551 (81.8%)</td>
<td>0.656 (115.6%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>V100×4</td>
<td>0.331</td>
<td>0.683 (83.7%)</td>
<td>0.387 (64.4%)</td>
<td>0.919 (137.4%)</td>
<td>-</td>
</tr>
<tr>
<td>Transformer</td>
<td>1080Ti×8</td>
<td>0.640</td>
<td>0.944 (47.5%)</td>
<td>1.234 (92.8%)</td>
<td>1.114 (74.7%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>V100×4</td>
<td>1.165</td>
<td>2.533 (137.8%)</td>
<td>1.487 (39.6%)</td>
<td>1.830 (71.8%)</td>
<td>-</td>
</tr>
<tr>
<td>BERT-large</td>
<td>1080Ti×8</td>
<td>0.409</td>
<td>0.524 (28.1%)</td>
<td>0.472 (15.4%)</td>
<td>0.421 (2.9%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>V100×4</td>
<td>0.952</td>
<td>2.269 (138.3%)</td>
<td>1.665 (74.9%)</td>
<td>1.034 (13.9%)</td>
<td>-</td>
</tr>
<tr>
<td>XLNet-large</td>
<td>1080Ti×8</td>
<td>1.299</td>
<td>1.388 (67.7%)</td>
<td>1.696 (30.6%)</td>
<td>1.384 (65.6%)</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>V100×4</td>
<td>1.437</td>
<td>1.842 (28.3%)</td>
<td>1.702 (19.7%)</td>
<td>1.669 (17.6%)</td>
<td>-</td>
</tr>
<tr>
<td>BERT-48</td>
<td>1080Ti×8</td>
<td>0.762</td>
<td>OOM (+)</td>
<td>1.885 (147.4%)</td>
<td>1.266 (66.1%)</td>
<td>1.377 (80.7%)</td>
</tr>
<tr>
<td></td>
<td>V100×4</td>
<td>0.855</td>
<td>1.656 (93.7%)</td>
<td>1.199 (40.2%)</td>
<td>1.160 (35.7%)</td>
<td>-</td>
</tr>
</tbody>
</table>