GLProbs: Aligning multiple sequences adaptively
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ABSTRACT

This paper proposes a simple and effective approach to improve the accuracy of multiple sequence alignment. We use a natural measure to estimate the similarity of the input sequences, and based on this measure, we align the input sequences differently. For example, for inputs with high similarity, we consider the whole sequences and align them globally, while for those with moderately low similarity, we may ignore the flank regions and align locally. To test the effectiveness of this approach, we have implemented a multiple sequence alignment tool call GLProbs, and compares its performance with a dozen leading alignment tools on three benchmark alignment databases. Our results shows that GLProbs has the best accuracy for almost all testings.

1. INTRODUCTION

The homogeneity of a set of biological sequences often implies functional similarity or divergence from a common ancestor, and the most common way to find out how homogenous the sequences are is to align them, i.e., to organize homologous positions across different sequences in columns. This process of multiple sequence alignment also helps biologists to isolate the most relevant regions in the sequences, and this is important to various analyses such as secondary structure prediction and phylogenetisc trees construction. During the last two decades, there were a lot of software tools developed for multiple sequence alignment; however, all of them have their own weaknesses and perform poorly on some particular types of inputs. In particular, when sequence similarity falls below 25%, the accuracies of some leading alignment tools will be low; otherwise the average PID will be high.

This approach has a fundamental difficulty: we need to know the correct multiple sequence alignment in order to determine how similar the sequences are. For example, the similarity scores given in benchmark alignment databases such as BAliBASE [27], OXBench [19], and SABmark [29] are computed based on some given multiple sequence alignments, whose correctness have been verified by biological methods. In this paper, we suggest a natural measure to estimate the similarity of a family of sequences without the need to know their correct multiple sequence alignment. Our measure is based on the percent identity (PID) of a pair of sequences, which is the percentage of the number of homologous positions in the alignment of these two sequences. To estimate the similarity of a family of sequences, we align every pair of its sequences, compute their PIDs, and use the average of these PIDs to estimate the similarity of the sequences. We believe that for a family of sequences with high similarity, most pairs of sequences in the family will be unambiguous and have high PIDs, and thus the average PID will be high; otherwise the average PID will be low.

To study the relevance of this "average PID" measure and the effectiveness of our approach, we have developed an adaptive alignment tool called GLProbs. We have tested it extensively and compared its results with those of many leading multiple sequence alignment tools. We find that GLProbs’s performance is significantly better. For example, as shown in Table 2, GLProbs has the best overall accuracies in all the testings.

Since the objective of our current study is not to develop
GLProbs is a tree-based progressive alignment tool based on the pair-Hidden Markov model (pair-HMM). Similar to other progressive alignment tools [11], MSAProbs aligns the sequences using several pairwise alignment steps, and the most related sequences are to be aligned first and the more distant ones are aligned later. To align two sequences \(x\) and \(y\), the substitution scores used by MSAProbs are computed based on the posterior probabilities \(Pr(x_i \sim y_j \mid x, y)\), which is the probability that positions \(x_i\) and \(y_j\) of \(x\) and \(y\) will be matched under the condition that the pair-HMM has generated an alignment for \(x\) and \(y\) [6]. We will give more details on the implementation of GLProbs in Section 2. Below, we highlight some of its important features.

- Given a family of sequences as input, GLProbs will first align every pair of the sequences and compute their PIDs. The average PID will help GLProbs decide how to align the sequences, or more precisely, how to compute the posterior probabilities \(Pr(x_i \sim y_j \mid x, y)\) as follows:
  - \(\text{PID} > 40\%\). It uses the standard three-state global pair-HMM (see [8, 21]) to generate the posterior probabilities.
  - \(25\% < \text{PID} \leq 40\%\). It uses the local pair-HMM shown in Figure 1(a) to generate the posterior probabilities.
  - \(\text{PID} \leq 25\%\). In this case, the sequences in the family are so different that there may not even be any conserved local regions, and we are not sure what the right way is to align them. Thus, for this case, we resort to consensus; GLProbs computes more than one posterior probabilities using different models, and then uses their root-mean-squares to compute the substitution scores.

- The local pair-HMM shown in Figure 1(a) has also been used in some earlier alignment tools such as ProDA [18] and CONTRAAlign(local model) [7]. We note that these alignment tools may return poor alignments even for family with moderately low similarity. The main reason is that they also assign scores to leading and tailing flanking regions (i.e., the unaligned segments at the beginning, and at the end of the local alignment). To make the alignment process focus on the local conserved regions, we need to remove the “noises” of the flanking regions. To this end, GLProbs applies the standard technique of coupling the local pair-HMM with a random pair-HMM as shown in Figure 1(b), and using the log-odds ratios derived from the two models to determine the posterior probabilities (for details, see [1, 8]).

- We used some common substitution matrices and the standard unsupervised EM method to determine respectively the state emissions and state transitions probabilities for the pair-HMMs, except that we determine the state transition probability \(\eta\) (see Figure 1(b)) somewhat differently. We observe that (i) the similarity of the sequences has a notable effect on the length of the flanking regions (the less similar the sequences, the longer the flanking regions in their alignment), and (ii) the transition probability \(\eta\) has significant effect on the length of the flanking regions of the local alignments generated by GLProbs. Therefore, we use different values of \(\eta\) for families with different similarities. We have prepared a set of different \(\eta\) by trainings on families with different ranges of similarity. Then, when aligning a family of sequences, we use its PID to help us choose a suitable \(\eta\) so that GLProbs would handle the flanking regions more appropriately.

We have compared GLProbs with many leading multiple sequence alignment tools including ClustalW [28], T-Coffee [16], Mafft [13], Align_m [29], MUSCLE [10], ProbCons [6], Probalign [21], COBALT [17], MSAProbs [15], ClustalΩ [22] and CONTRAAlign(local model) [7] using the benchmark alignments databases BAliBASE, OXbench and SABMark. GLProbs achieves the highest alignment accuracy and is statistically ranked as the best. In particular, GLProbs outperformed the other tools significantly for divergent sequences. For example, GLProbs gets a 10% improvement of TC score over ClustalW for families of sequences in OXbench with similarity between 0-20% (see Figure 2). We have also compared these tools on two biological applications, namely secondary structure prediction and phylogenetic analysis, and our results show that GLProbs had better performances as well. Details of these empirical comparisons will be given in Section 3. For verification of our results, GLProbs can be downloaded via the link http://glprobs.sourceforge.net, and the benchmark alignments data can be accessed from http://www.drive5.com/bench.

## 2. METHODS

### 2.1 The transition probability \(\eta\)

As mentioned earlier, we determine the transition probability \(\eta\), which is the probability for State RX and for State RY to leave themselves, somewhat differently. GLProbs uses different values of \(\eta\) for families with different similarities so that the more divergent the sequences the longer the flanking regions. Note that GLProbs needs the value of \(\eta\) when the PID of the input sequences is in the range [0, 40%]. We partitioned this range into 6 different subranges, namely [0-15%, 15%-20%, 20%-25%, 25%-30%, 30%-35%, 35%-40%, and for each of these subranges \(R_i\), we prepare a data set \(D_i\) comprising families of sequences obtained from the benchmark alignment database SAmarks whose similarities fall in that subrange. Then, we applied the unsupervised EM method [8] on each \(D_i\) to determine the value of \(\eta\), which will be used in the alignment process when the input’s PID falls in \(R_i\).

### 2.2 GLProbs Algorithm

We now describe the alignment algorithm of GLProbs. Given the input sequences, GLProbs produces their multiple sequence alignment using the following six steps.

**Step 1: Determine the Model**

For every pair \(x, y\) of the input sequences, GLProbs finds their Viterbi pairwise alignment to compute their PID, which
is defined to be
\[
\text{PID} = \frac{N_{\text{Identity}}}{L_{\text{Alignment}}}
\]

where \(N_{\text{Identity}}\) is the number of identities in the pairwise alignment, and \(L_{\text{Alignment}}\) is the length of alignment. As mentioned in Section 1, if the average \(\text{PID}\) is greater than 40\%, GLProbs uses the global pairwise-HMM, and if \(\text{PID}\) is in (25\%-40\%), it uses the local pairwise-HMM to generate the posterior probabilities. We now explain how to handle the case when \(\text{PID}\) is smaller than or equal to 25\%.

For this case, GLProbs uses the global pairwise-HMM and the local pairwise-HMM to generate respectively the posterior probabilities \(u = Pr_{\text{global}}(x_i \sim y_j \mid x, y)\) and \(v = Pr_{\text{local}}(x_i \sim y_j \mid x, y)\). In addition, it also uses the double affine pairwise-HMM proposed in [5] to generate the probabilities \(w = Pr_{\text{affine}}(x_i \sim y_j \mid x, y)\). Then, the posterior probabilities used for this case is given by
\[
Pr(x_i \sim y_j \mid x, y) = \sqrt{u^2 + v^2 + w^2}/3.
\]

Table 1 summarizes our scheme.

**Step 2: Compute the Pairwise Distances**

Given the posterior probabilities obtained in Step 1 as substitution scores, GLProbs applies the Needleman-Wunsch algorithm (without gap penalty) to compute, for every pair of the input sequences, the maximum expected accuracy
\[
E(x, y) = \max_a \left\{ \sum_{x_i \sim y_j \in a} Pr(x_i \sim y_j \mid x, y) \right\},
\]
where the maximum is over all possible alignments \(a\) of \(x\) and \(y\) (for details, see [8]). Then, it determines their pairwise distance \(d_{xy}\), which is given by
\[
d_{xy} = 1 - \frac{E(x, y)}{\min \{|x|, |y|\}}.
\]

**Step 3: Construct a Guide Tree**

Based on the pairwise distances computed in Step 2, GLProbs applies the greedy linear heuristic UPGMA [23] to construct a guide tree. During the construction, we use the following definition of distance between two clusters of sequences: For any two clusters of sequences \(C_k\) and \(C_l\), if \(C_k = C_i \cup C_j\) is the union of the two disjoint clusters \(C_i\) and \(C_j\), then the distances \(d_{kl}\) between the \(C_k\) and \(C_l\) is defined recursively to be
\[
d_{kl} = \frac{d_{il} + d_{jl}}{|C_i| + |C_j|}
\]
where \(|C_i|\) and \(|C_j|\) are the number of sequences in cluster \(C_i\) and \(C_j\), respectively.

**Step 4: Transform the Probabilities for Consistency**

GLProbs adjusts the posterior probabilities \(Pr(x_i \sim y_j \mid x, y)\) for every pair of input sequences \(x\) and \(y\) by considering the similarity of \(x\) and \(y\) to other sequences in the input. To be precise, let \(P_{xz}\) and \(P_{zy}\) be the posterior probabilities matrices for sequences \(x, z\) and sequences \(z, y\), respectively. Then the adjusted posterior probabilities matrix \(P'_{xy}\) for \(x, y\) is given as follows:
\[
P'_{xy} \leftarrow \frac{1}{|S|} \sum_{z \in S} P_{xz}P_{zy}
\]
where \(S\) is the set of input sequences. These adjusted posterior probabilities will be used to determine the substitution scores in the following step.

**Step 5: Weighted Progressive Alignment**

This step obtain a multiple sequence alignment of the input sequences by performing weighted profile-profile alignments iteratively following the order suggested by the guide tree. The weighting scheme used is similar to that used in ClustalW [28], which avoids biased sampling of sequences.

**Step 6: Final Refinement**

The purpose of this step is to try randomly to improve the accuracy of the alignment by correcting the mis-aligned positions. It is executed only for input with \(\text{PID}\) less than 70\%.
because we find from our empirical testings that the refinement does not help for sequences with high similarity.

During this step, we iteratively divides the multiple sequence alignment into two random groups (each sequence will be assigned to the two groups with equal probability), and re-align them using the standard unweighted profile-profile procedure to see if we can make any improvement. Given an input family of \( N \) sequences, we stop the iterations when one of the following conditions is true:

- There are \( 2N \) iterations in which we cannot find any improvement.
- We have iterated \( 10N \) times.

### 3. RESULTS

To evaluate how good GLProbs is, we have compared it with other leading multiple sequence alignment tools by using them to align families of sequences obtained from some popular benchmark alignment databases and then comparing the sum-of-pairs score (SP) and total column score (TC) of their alignments. We have also used their alignments to perform two biological analyses, namely secondary structure prediction and phylogenetic analysis; by comparing the accuracies of these biological analyses, we get some more evidences on which tools are better.

#### 3.1 Alignment Accuracy

We have compared GLProbs with the following multiple sequence alignment tools: T-Coffee 9.03, ClustalW 2.1, Clustal Omega 1.1.0., COBALT, MAFFT 7.03I, Align_m 2.3, MUSCLE 3.8.3I, Contralign(local model) 2.0I, ProbCons 1.12, Probalign 1.4 and MSAProbs 0.9.7. We have used these tools (with default parameters) to align families of sequences obtained from the following three benchmark alignment databases: OXBench1.3, SABmark1.65 and BAiiBASE3.0 (downloaded from [9]).

The OXBench benchmark testing is shown in Table 2, in which the results are divided into five categories according to the similarities of the input families. For example, the two columns under the category “ALL(0-100%)” show the average SP and TC scores for all the input families used in the test, while the two under the “(0-20%)” are those for families with similarities between 0 and 20%. Note that GLProbs achieves the highest (average) SP and TC scores for all five categories. In particular, as shown in Figure 2, for the category (0-20%), which corresponds to families of divergent sequences, GLProbs achieves an improvement of 5.5% in TC score over MSAProbs (with rank second) and 10.1% over ClustalW (the most widely used). On the other hand, when sequences are very similar (the (70-100%) category), there is not much difference among the tools, and a simple model (e.g. Probalign uses the simple three-state global pair-HMM) has already rather good accuracies.

Table 3 shows the average SP and TC scores for the SABmark1.65 and BAiiBASE3.0 benchmarks, in which the results are divided into two categories according to the similarity of the input sequences. Again, for these two benchmark databases, GLProbs achieves the highest SP and TC scores on almost all test data, except that in the (0-30%) category for BAiiBASE, Probalign has a better TC score. It is reported by Subramanian et al. [24] that “BAiiBASE is heavily biased toward globally related protein families”, and we wonder whether this is the reason why Probalign, which is based on global pair-HMM, has a better TC score.

Table 4 compares the running times of the tools on a single-core processor. We note that we did not pay much efforts in optimizing GLProbs for efficiency because our focus is on accuracies.

In Table 5, we have calculated the P-value using Friedman rank test [12] for revealing the statistical significance for GLProbs to other alignment tools on OXBench, SABmark and BAiiBASE. We note that GLProbs achieves statistically significant accuracy improvement over all the other tools on both SP and TC scores.

#### 3.2 Application to Biological Analyses

We have also tested how useful the tools are in real applications by applying them to two biological analyses, namely secondary structure prediction and phylogenetic analysis.

**Secondary Structure Prediction**

Secondary structure is the general three-dimensional form of local segments of biopolymers such as proteins and nucleic acids (DNA/RNA). For proteins, a prediction is to identify regions alpha helices, beta strands or ‘coil’.

In our test, we made use of the common tool Jpred3 [4] to predict secondary structures from multiple sequence alignments given by the alignment tools on the same sets of sequences. The first sequence in the alignment is the one that Jpred3 uses to project its secondary structure. We tested two query sequences, Lipid Binding Protein (PDB ID: 1U27) [26] and Nuclear Receptor (PDB ID: 1LBD) [2] whose structure have been completely determined. We compared the results to the known structure with the number of residues whose prediction does not agree with reference (mismatch) quantitatively; the fewer the number of mismatches, the better the alignment.

Figure 3 shows the secondary structure predictions of 1U27 and 1LBD from different alignments of the same sets of sequences which can be downloaded from Aidan Budd et al. [3]. Sample details are described in PanelA: 100 PH-domain sequences with less than 25% identity and 148 SR-domain sequences with 25%-40% identity. PanelB and PanelC are the secondary structure predictions of 1U27 and 1LBD respectively. Table 6 reports the results that the
Table 2: Mean SP and TC scores on OXBench

<table>
<thead>
<tr>
<th></th>
<th>ALL(0-100%)</th>
<th>0%-20%</th>
<th>20%-40%</th>
<th>40%-70%</th>
<th>70%-100%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SP</td>
<td>TC</td>
<td>SP</td>
<td>TC</td>
<td>SP</td>
</tr>
<tr>
<td>GLProbs</td>
<td>90.38</td>
<td>82.14</td>
<td>47.29</td>
<td>22.95</td>
<td>78.41</td>
</tr>
<tr>
<td>ClustalΩ</td>
<td>88.91</td>
<td>79.99</td>
<td>39.09</td>
<td>16.38</td>
<td>75.31</td>
</tr>
<tr>
<td>MSAProbs</td>
<td>90.07</td>
<td>81.75</td>
<td>44.83</td>
<td>22.08</td>
<td>77.84</td>
</tr>
<tr>
<td>COBALT</td>
<td>89.96</td>
<td>79.73</td>
<td>39.41</td>
<td>15.33</td>
<td>75.91</td>
</tr>
<tr>
<td>Probalign</td>
<td>89.97</td>
<td>81.68</td>
<td>43.58</td>
<td>20.51</td>
<td>77.26</td>
</tr>
<tr>
<td>CONTRAlign</td>
<td>89.34</td>
<td>79.87</td>
<td>44.76</td>
<td>17.83</td>
<td>76.54</td>
</tr>
<tr>
<td>ProbCons</td>
<td>89.68</td>
<td>80.86</td>
<td>44.15</td>
<td>20.30</td>
<td>77.05</td>
</tr>
<tr>
<td>MUSCLE</td>
<td>89.50</td>
<td>80.67</td>
<td>45.64</td>
<td>21.90</td>
<td>76.97</td>
</tr>
<tr>
<td>Align_m</td>
<td>86.95</td>
<td>76.06</td>
<td>28.36</td>
<td>12.74</td>
<td>70.62</td>
</tr>
<tr>
<td>MAFFT</td>
<td>88.00</td>
<td>77.96</td>
<td>37.82</td>
<td>13.27</td>
<td>73.19</td>
</tr>
<tr>
<td>T-Coffee</td>
<td>89.52</td>
<td>80.50</td>
<td>43.99</td>
<td>19.11</td>
<td>76.66</td>
</tr>
</tbody>
</table>

Columns show the average sum of pairs scores (SP) and total column scores (TC) multiplied by 100. The best results in each column are shown in bold.

Table 3: Mean SP and TC scores on SABmark and BAliBASE

<table>
<thead>
<tr>
<th></th>
<th>SABmark</th>
<th>BAliBASE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALL(0-60%)</td>
<td>0%-30%</td>
</tr>
<tr>
<td></td>
<td>SP</td>
<td>TC</td>
</tr>
<tr>
<td>GLProbs</td>
<td>61.42</td>
<td>41.36</td>
</tr>
<tr>
<td>ClustalΩ</td>
<td>55.02</td>
<td>35.47</td>
</tr>
<tr>
<td>MSAProbs</td>
<td>60.27</td>
<td>40.02</td>
</tr>
<tr>
<td>COBALT</td>
<td>56.71</td>
<td>36.00</td>
</tr>
<tr>
<td>Probalign</td>
<td>59.53</td>
<td>38.63</td>
</tr>
<tr>
<td>CONTRAlign</td>
<td>57.45</td>
<td>35.59</td>
</tr>
<tr>
<td>ProbCons</td>
<td>59.69</td>
<td>39.17</td>
</tr>
<tr>
<td>MUSCLE</td>
<td>54.51</td>
<td>33.47</td>
</tr>
<tr>
<td>Align_m</td>
<td>46.19</td>
<td>31.07</td>
</tr>
<tr>
<td>MAFFT</td>
<td>52.63</td>
<td>32.57</td>
</tr>
<tr>
<td>T-Coffee</td>
<td>59.14</td>
<td>39.53</td>
</tr>
<tr>
<td>ClustalW</td>
<td>51.92</td>
<td>31.37</td>
</tr>
</tbody>
</table>

Columns show the average sum of pairs scores (SP) and total column scores (TC) multiplied by 100. The best results in each column are shown in bold. We also classified SABmark into “Twilight Zone” and “Superfamily” subsets, and BAliBASE into BB11 and BB12 subsets, so that they are compatible with the testing datum from other papers [21], [15] and [22] (see Table 8 at the end of the paper).

Table 4: Running times (mm:ss) on OXBench, SABmark and BAliBASE

<table>
<thead>
<tr>
<th></th>
<th>OXBench</th>
<th>SABmark</th>
<th>BAliBASE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SP</td>
<td>TC</td>
<td>SP</td>
</tr>
<tr>
<td>GLProbs</td>
<td>3:39</td>
<td>4:04</td>
<td>4:08</td>
</tr>
<tr>
<td>MSAProbs</td>
<td>3:28</td>
<td>4:34</td>
<td>1:01</td>
</tr>
<tr>
<td>COBALT</td>
<td>4:14</td>
<td>3:02</td>
<td>2:03</td>
</tr>
<tr>
<td>Probalign</td>
<td>15:05</td>
<td>0:19</td>
<td>21:14</td>
</tr>
<tr>
<td>CONTRAlign</td>
<td>0:14</td>
<td>5:18</td>
<td>0:21</td>
</tr>
<tr>
<td>ProbCons</td>
<td>0:22</td>
<td>4:36</td>
<td>0:18</td>
</tr>
<tr>
<td>Align_m</td>
<td>15:05</td>
<td>0:19</td>
<td>21:14</td>
</tr>
<tr>
<td>MAFFT</td>
<td>0:14</td>
<td>5:18</td>
<td>0:21</td>
</tr>
<tr>
<td>T-Coffee</td>
<td>0:14</td>
<td>5:18</td>
<td>0:21</td>
</tr>
<tr>
<td>ClustalΩ</td>
<td>0:14</td>
<td>5:18</td>
<td>0:21</td>
</tr>
<tr>
<td>ClustalW</td>
<td>0:14</td>
<td>5:18</td>
<td>0:21</td>
</tr>
</tbody>
</table>

Tests were carried out on an Intel i7 single-core 3.20 GHz processor with 64GB RAM.
multiple alignments of GLProbs predicts the most accurate secondary structures to 1U27 and 1LBD.

Table 6: Mismatches of secondary structure predictions

<table>
<thead>
<tr>
<th></th>
<th>GLProbs</th>
<th>MSAProbs</th>
<th>COBALT</th>
<th>MUSCLE</th>
<th>MAFFT</th>
<th>T-Coffee</th>
<th>ClustalW</th>
</tr>
</thead>
<tbody>
<tr>
<td>1U27</td>
<td>0.78</td>
<td>0.77</td>
<td>0.69</td>
<td>0.76</td>
<td>0.78</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>1LBD</td>
<td>0.76</td>
<td>0.75</td>
<td>0.68</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

The minimum mismatches in each row are shown in bold.

Phylogenetic Analysis

Finding a correct evolutionary tree is essential for the study of evolutionary relationships among groups of organisms. We tested the alignment tools on six protein sequences families from TreeFam database [14] with phylogeny reconstruction using the Maximum Likelihood approach of MEGA5 [25]. In Figure 4, we show the phylogenetic trees of one of the six families, namely TF105801 with 27 sequences. We also measured the distances between the constructed trees and the reference by Robinson-Foulds metric [20]; the smaller the distance, the closer to the true phylogenetic for a tested tree, which also suggests better performance of a multiple sequence alignment. Table 7 compares the distances and indicates that the phylogenetic trees derived from GLProbs are the most accurate ones in almost all tests.

Table 7: Distances of different computed phylogenetic trees

<table>
<thead>
<tr>
<th>TreeFamID</th>
<th>GLProbs</th>
<th>ClustalΩ</th>
<th>MSAProbs</th>
<th>COBALT</th>
<th>MUSCLE</th>
<th>MAFFT</th>
<th>T-Coffee</th>
<th>ClustalW</th>
</tr>
</thead>
<tbody>
<tr>
<td>TF105801(27)</td>
<td>0.58</td>
<td>0.63</td>
<td>0.79</td>
<td>0.67</td>
<td>0.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF105629(88)</td>
<td>0.62</td>
<td>0.68</td>
<td>0.67</td>
<td>0.66</td>
<td>0.65</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF105311(70)</td>
<td>0.64</td>
<td>0.66</td>
<td>0.67</td>
<td>0.67</td>
<td>0.70</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF101222(48)</td>
<td>0.69</td>
<td>0.78</td>
<td>0.67</td>
<td>0.67</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF105820(86)</td>
<td>0.72</td>
<td>0.75</td>
<td>0.82</td>
<td>0.72</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TF105063(133)</td>
<td>0.82</td>
<td>0.84</td>
<td>0.85</td>
<td>0.83</td>
<td>0.84</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The minimum distances in each row are shown in bold. The numbers of sequences in each queried family are shown in parentheses.

4. CONCLUSIONS

The major insight of GLProbs is to use different methods to align families of sequences with different similarities. As a hindsight after our study, it seems obviously not very reasonable to model all kinds of sequences in the same way. This suggests that taking different kinds of biological feature into consideration will be important to tools for other problems (e.g. motif finding).

We would also like to point out that even though we have not optimized GLProbs for efficiency, GLProbs' running time is still comparable with many tools because when the input sequences are quite similar (more than 25% identity), GLProbs only applies one simple model, local or global, both of which only need three-states computation.
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Figure 3: Secondary structure predictions of 1U27 and 1LBD

<table>
<thead>
<tr>
<th></th>
<th>1U27</th>
<th>1LBD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sequence</td>
<td>seq</td>
<td>seq</td>
</tr>
<tr>
<td>Sequence length</td>
<td>129</td>
<td>238</td>
</tr>
<tr>
<td>Average percent identity of MSA</td>
<td>&lt;25%</td>
<td>25%-40%</td>
</tr>
<tr>
<td>Domain</td>
<td>PH</td>
<td>SR</td>
</tr>
</tbody>
</table>

1U27_seq and 1LBD_seq are the query protein sequences. 1U27 and 1LBD denote the solved secondary structures. The names of aligners stand for the secondary structure predicted through the MSAs constructed by themselves. 'E', 'H' and '-' represent extended, helical and other types of secondary structure respectively.
TF105801 is the reference phylogenetic tree. The name of the tools stand for the phylogenetic trees computed through the MSAs constructed by themselves.
Table 8: Mean SP and TC scores on SABmark and BAliBASE

<table>
<thead>
<tr>
<th></th>
<th>SABmark</th>
<th>BAliBASE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ALL</td>
<td>ALL</td>
</tr>
<tr>
<td></td>
<td>SP TC</td>
<td>SP TC</td>
</tr>
<tr>
<td></td>
<td>SP TC</td>
<td>ALL</td>
</tr>
<tr>
<td></td>
<td>Twilight Zone</td>
<td>BB11 BB12</td>
</tr>
<tr>
<td></td>
<td>Superfamily</td>
<td>SP TC</td>
</tr>
<tr>
<td></td>
<td></td>
<td>SP TC</td>
</tr>
<tr>
<td>GLProbs</td>
<td>61.42 41.36 44.35 24.30</td>
<td>83.20 67.59 69.72 44.68</td>
</tr>
<tr>
<td>ClustalΩ</td>
<td>55.02 35.47 35.55 18.10</td>
<td>75.96 59.38 59.01 36.21</td>
</tr>
<tr>
<td>MSAProbs</td>
<td>60.27 40.02 42.97 22.88</td>
<td>82.35 66.83 68.13 44.02</td>
</tr>
<tr>
<td>COBALT</td>
<td>56.71 36.00 39.25 19.58</td>
<td>76.08 57.49 59.29 34.58</td>
</tr>
<tr>
<td>Probalign</td>
<td>59.53 38.63 42.42 22.64</td>
<td>82.53 67.27 69.50 45.34</td>
</tr>
<tr>
<td>CONTRAAlign</td>
<td>57.45 35.59 39.01 17.69</td>
<td>77.59 58.10 61.78 32.06</td>
</tr>
<tr>
<td>MUSCLE</td>
<td>54.51 33.47 34.69 16.96</td>
<td>75.60 58.27 57.15 33.06</td>
</tr>
<tr>
<td>Align_m</td>
<td>46.19 31.07 25.72 16.28</td>
<td>71.45 56.04 51.88 33.06</td>
</tr>
<tr>
<td>MAFFT</td>
<td>52.63 32.57 31.72 15.17</td>
<td>72.46 52.58 52.96 26.19</td>
</tr>
<tr>
<td>T-Coffee</td>
<td>59.14 39.53 41.66 23.29</td>
<td>80.82 64.93 65.63 41.36</td>
</tr>
<tr>
<td>ClustalW</td>
<td>51.92 31.37 31.45 15.09</td>
<td>69.63 49.21 50.06 22.99</td>
</tr>
</tbody>
</table>

Columns show the average sum of pairs scores (SP) and total column scores (TC) multiplied by 100. The best results in each column are shown in bold. SABmark: The "Twilight Zone" represents different SCOP folds subsets, where each subset contains sequences within no more than 25% identity; The "Superfamily" contains different SCOP superfamilies, which are no more than 50% identity. BAliBASE: BB11 consists of very distant sequences with <20% identity and BB12 consists of medium to divergent sequences with identities from 20% to 40%.


