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Abstract

This paper presents a new generalized particle (GP) approach to dynamical optimization of network bandwidth allocation, which can
also be used to optimize other resource assignments in networks. By using the GP model, the complicated network bandwidth allocation
problem is transformed into the kinematics and dynamics of numerous particles in two reciprocal dual force-fields. The proposed model
and algorithm are featured by the powerful processing ability under a complex environment that involves the various interactions among
network entities, the market mechanism between the demands and service, and other phenomena common in networks, such as conges-
tion, metabolism, and breakdown of network entities. The GP approach also has the advantages in terms of the higher parallelism, lower
computation complexities, and the easiness for hardware implementation. The properties of the approach, including the correctness, con-
vergency and stability, are discussed in details. Simulation results attest to the effectiveness and suitability of the proposed approach.
� 2006 Elsevier B.V. All rights reserved.
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1. Introduction

1.1. Related work

Well-known approaches to network resource allocation
include: (1) Lagrangian multiplier approaches including
Kelly’s [1–3] and low et al’s [4–7]; (2) ant colony optimiza-
tion approaches [8,9]; (3) Max-Min fairness and progres-
sive filling algorithm [10].

The Max-Min fairness algorithm has been widely used
in digital networks. It allots the bandwidths as equally as
possible to all the users under the existent transmission
conditions. Although the Max-Min algorithm is easy to
realize, it always gives rise to a lower availability of net-
work bandwidth resources. Recently, algorithms based on
a utility function were proposed to optimize the flow con-
trol in networks. The flow control algorithms proposed
by Kelly and Low et al. manage to dynamically control
the data transmission rates of source nodes in networks

so that the global utility of all the source nodes may be
maximized. Algorithms based on a utility function can usu-
ally acquire a comparatively higher network resources
availability with a certain proportional fairness. But based
on centralized flow control, they are not easy to realize.

Ant colony optimization (ACO), which uses distributed
control, is a novel technique for solving hard network
optimization problems. ACO is based on stochastic search
procedure. Their central component is the pheromone
model, which is used to probabilistically sample the
search space. ACO belongs to the class of meta-heuristics,
which are approximate algorithms used to obtain good
enough solutions to hard combinatorial optimization
problems in a reasonable amount of computation time.
Notwithstanding its theoretical interest, this algorithm
has unknown empirical performance and requires much
computation time.

In this paper, we propose a generalized particle (GP)
approach, which is based on hybrid energy functions. GP
has overcome the main deficiencies and retained the advan-
tages of the well-known approaches mentioned above, as
follows:
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• It is easy to realize.
• It acquires a comparatively higher network resources

availability.
• It controls dispersedly.

1.2. Motivation and contribution

The aim of this paper is to explore a different approach
to dynamical optimization of network bandwidth alloca-
tion. We consider factors such as competition, cooperation
among network entities, congestion, metabolism, break-
down of network entities, and market mechanism between
the demands and service. Based on these factors and past
studies in this field, a generalized particle model (GP) for
network resource allocation is proposed. The GP model
algorithm takes into account all the factors just mentioned
and has a good prospect in practice because it has lower
time complexity.

We have proposed the crossbar composite spring net

(CCSN) approach in Ref. [11]. CCSN takes the elastic

net (EN) as its simplest case but can overcome EN’s main
deficiencies for problem solving in multi-agent systems. A
CCSN consists of numerous springs coupling agent nodes,
with each spring having its own time-varying force-defor-
mation properties to represent various social interactions
among the agents. These composite springs have more flex-
ibility than EN’s uniform isotropic band.

Based CCSN, we

(1) study further the particle characteristics of nodes in a
spring net;

(2) extend the force properties of different composite
springs to different forces on particles in the GP mod-
el and study the kinematics and dynamics properties
of GP such as the evolutionary mechanism, learning
and particle interactions;

(3) study distributed and parallel algorithms for GP and
their application in networks.

The GP approach can also overcome many limitations
of the CCSN approach:

(1) In a CCSN, since the types of springs representing
social interactions between two agents are finite, it
is possible that some types of social interactions can-
not be represented by appropriate springs.

(2) Even though the problem nodes in a CCSN can move,
they do not have autonomous self-driving forces to
embody their own autonomy and personality of
entities.

(3) GP improves the situation by introducing the piece-
wise linear functions for every node (particle) so as
to obtain better performance for problem solving.

(4) We prove the suitability, correctness, convergency
and stability of the GP approach are proved, whereas
only the correctness of the CCSN approach has been
proved.

1.3. Organization

In Section 2, the generalized particle approach is intro-
duced. In Section 3, the model for the bandwidth allocation
problem is given. The parallel computing architecture and
the algorithm for GP are highlighted in Section 4. In Sec-
tion 5, we present the GP model and its many interactions.
In Sections 6 and 7, the evolution and the properties of GP
are addressed, respectively. In Section 8, we give the simu-
lation results. Finally, conclusions are drawn in Section 9.

2. Generalized particle approach

The GP approach takes the CCSN as its simplest case
but can overcome the CCSN’s many deficiencies. The GP
model consists of numerous particles and forces, with each
particle having its own dynamics equations to represent
network entities and each force having its own time-vary-
ing properties to represent various social interactions
among network entities. These particles and forces have
more flexibility than CCSN’s composite springs and nodes.
A particle in GP can move along a specific orbit under the
exertion of a composite force. GP extends the composite
springs and nodes of CCSN is four ways:

(1) Each particle in GP has an autonomous self-driving
force, to embody its own autonomy and the personal-
ity of some network entity.

(2) The dynamic state of every particle in GP is a piece-
wise linear function of its stimulus, to guarantee a sta-
ble equilibrium state.

(3) The stimulus of a particle in GP is related to its own
objective, utility and intention, to realize the multiple
objective optimization.

(4) There are a variety of interactive forces among parti-
cles, including unilateral forces, to embody various
social interactions in networks.

GP will essentially be based on two particle-fields,
entirely different from the CCSN approach which is orient-
ed to sequencing problems in multi-agent system.

3. Bandwidth allocation model

In networks, a path is an end-to-end relation among
nodes, and is mapped the resulting split flows between
the source-destination pair. The channels are route trees
representing a set of paths between pairs of nodes.

We examine how best to allocate the bandwidth of a link
between competing unicast and multicast traffic. We con-
sider the scenario with a given number of links, a given
number of paths, and different bandwidths allocated by
each link among the channels (source-destination(s) pairs).
For this study, we make several assumptions:

(1) There is knowledge in every network node about
every flow through an outgoing link.

3934 X. Feng et al. / Computer Communications 29 (2006) 3933–3945
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(2) There is knowledge in every network node about
the number of paths for flow reached via an outgo-
ing link.

(3) Each node is making the bandwidth allocation inde-
pendently (a particular receiver sees the bandwidth
that is the minimum bandwidth of all the bandwidth
allocations on the links from the source to this
receiver).

The bandwidth allocation problem among m links and p

channels with a total of n paths may be described by Table
1, where the notations are explained as follows:

Ai The ith physical link in the network.
T ðjÞk The kth path of the jth channel T(j).
ri The maximum bandwidth of link Ai.
d(j) The bandwidth that channel T(j) requires.
xðjÞik A logical variable, xðjÞik ¼ 1 implying that path T ðjÞk

passes link Ai, and otherwise xðjÞik being zero.
aðjÞik The bandwidth that link Ai allots to path T ðjÞk .
pðjÞik The price per unit bandwidth that path T ðjÞk tries to
pay link Ai.
q(j) The maximum payoff that channel T(j) can afford
for its d(j).
aðjÞk The valid bandwidth obtained by path T ðjÞk , and
aðjÞk ¼ minifaðjÞik j8x

ðjÞ
ik ¼ 1g under the assumption that, if

xðjÞik ¼ 0, then aðjÞik ¼ 0 and pðjÞik ¼ 0.

4. Parallel computing architecture and algorithm for GP

4.1. Parallel computing architecture

A parallel implementation of GP, as shown in Fig. 1, is
composed of four computing cell arrays, C, Cr, Cc, and Cg,
whose computing cells are denoted by C

ðjÞ
ik , C�i�, C

ðjÞ
�k , and

C���, respectively.
The number of computing cells in each array is equal to:

n · m for C, n for Cr, m for Cc, and 1 for Cg, respectively,
and hence the total number of computing cells equals n

m + n + m + 1. There is no interconnection among com-
puting cells in the same array, whereas there are local inter-
connections between the following computing cell pairs:
C
ðjÞ
�k and C�i�; C

ðjÞ
ik and C

ðjÞ
�k ; C�i� and C���; C

ðjÞ
�k and C���. It is

obvious that the connection degree of each computing cell

in the array C of n · m computing cells is equal to at most
2, and the unique computing cell in Cg has connection
degree n + m, with the total number of interconnections
being 2n m + n + m. At time t in a fixed time slot ., the
computing cell C

ðjÞ
ik sends its dynamical state

qðjÞik ðtÞha
ðjÞ
ik ðtÞ; p

ðjÞ
ik ðtÞi to computing cells C�i� and C

ðjÞ
�k , and

receives the feedback inputs that are generated by comput-
ing cells C�i� and C

ðjÞ
�k at time (t � s). By using the received

qðjÞik ðtÞ, the computing cell C�i� (CðjÞ�k , respectively) obtain its
calculation state u�i�ðtÞ (uðjÞ�k ðtÞ, respectively) according to
Eq. (1) (Eq. (2), respectively), yielding its current output
to be fed back to the computing cell CðjÞik . In the meanwhile,
the computing cells C�i� and C

ðjÞ
�k receive the feedback input

from computing cell C���. The computing cells C�i�, C
ðjÞ
�k , and

C��� will change their calculation states according to Eqs.
(1), (2), (7), and (8), respectively. The computing cell CðjÞik

will change its dynamical state according to Eqs. (11) and
(12), respectively.

The implementation of GP is characterized by high-de-
gree parallelism and good scalability. All the computations
of cellular dynamics both in the same array and in the dif-
ferent arrays are concurrently carried out. The computing
cellular structure, cellular dynamics and the algorithm are
all independent of the considered problem scale. Moreover,
there is no direct interconnection among computing cells in
the same array, so that it is relatively easy to implement
them in VLSI technologies.

4.2. The parallel GP algorithm

The algorithm GP has general of complexity O(m + n)
where m + n is the number of particles. The time complex-
ity of the algorithm is O(I1), where I1 is the number of iter-
ations for Costep 2 (the while loop).

5. The GP model

In this model, network links and paths are treated as
two kinds of generalized particles that are located in
two force-fields, respectively, hence transforming the
bandwidth allocation process into the kinematics and
dynamics of the particles in the two force-fields. Particle

and force-field are two concepts of physics. Particles in
this generalized particle model move not only under out-
side forces, but also under internal force; hence they are

Table 1
The description of bandwidth allocation problem

Link Path: T ð1Þ1 � � � T ð1Þn1
� � � T ðjÞ1 � � � T ðjÞnj

� � � Link bandwidth

A1 pð1Þ11 ; x
ð1Þ
11 ; a

ð1Þ
11 � � � pð1Þ1;n1

; xð1Þ1;n1
; að1Þ1;n1

� � � pðjÞ11 ; x
ðjÞ
11 ; a

ðjÞ
11 � � � pðjÞ1;nj

; xðjÞ1;nj
; aðjÞ1;nj

� � � r1
..
. ..

. ..
. ..

. ..
. ..

.

Ai pð1Þi1 ; x
ð1Þ
i1 ; a

ð1Þ
i1 � � � pð1Þi;n1

; xð1Þi;n1
; að1Þi;n1

� � � pðjÞi1 ; x
ðjÞ
i1 ; a

ðjÞ
i1 � � � pðjÞi;nj

; xðjÞi;nj
; aðjÞi;nj

� � � ri
..
. ..

. ..
. ..

. ..
. ..

.

Am pð1Þm1 ; x
ð1Þ
m1 ; a

ð1Þ
m1 � � � pð1Þm;n1

; xð1Þm;n1
; að1Þm;n1

� � � pðjÞm1; x
ðjÞ
m1; a

ðjÞ
m1 � � � pðjÞm;nj

; xðjÞm;nj
; aðjÞm;nj

� � � rm

Valid bandwidth obtained by paths að1Þ1 � � � að1Þn1
� � � aðjÞ1 � � � aðjÞnj

� � �
Required bandwidth and price of channels d(1), q(1) � � � d(j), q(j) � � �
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different from particles in physics. As shown in Fig. 2, the
link particles that have bandwidth resources move in the
resource force-field FR, and the path particles that require
bandwidth assignment move in the demand force-field FD.
The force-fields, FR and FD, are geometrically independent,
without any forces directly exerted from each other, but they
are mutually influenced and conditioned each other through
such a reciprocal procedure that the allocation policy of the
link particles and the payment policy of the path particles
change alternatively. In this way, the two force-fields form
a reciprocal dual force-field.

Algorithm GP

Input: ri, d(j), q(j)

Output:

1. Initialization:
t ‹ 0
aðjÞik ðtÞ, pðjÞik ðtÞ ——Initialize in parallel in

CðCðjÞik Þ
2. While (duðjÞk ðtÞ=dt 6¼ 0

or dui(t)/dt „ 0) do

——Judge in CgðCð�Þ�� Þ

t ‹ t + 1
uðjÞk ðtÞ ——Compute in parallel in

CcðCðjÞ�k Þ according to Eq. (1)
duðjÞk ðtÞ=dt ——Compute in parallel in

CcðCðjÞ�k Þ according to Eq. (9)
ui(t) —— Compute in parallel in

CrðCð�Þi� Þ according to Eq. (3)
dui(t)/dt —— Compute in parallel in

CrðCð�Þi� Þ according to Eq. (10)
daðjÞik ðtÞ=dt —— Compute in parallel in

CðCðjÞik Þ according to Eq. (13)
aðjÞik ðtÞ  aðjÞik ðt � 1Þ þ daðjÞik ðtÞ=dt —— Compute in parallel in

CðCðjÞik Þ
dpðjÞik ðtÞ=dt —— Compute in parallel in

CðCðjÞik Þ according to Eq. (14)
pðjÞik ðtÞ  pðjÞik ðt � 1Þ þ dpðjÞik ðtÞ=dt —— Compute in parallel in

CðCðjÞik Þ

The vertical coordinate of a particle in force-field FR or
FD represents the utility of the network link or path that is
described by the particle. A particle will be influenced
simultaneously by several kinds of forces, which include
the gravitational force of the force-field where the particle
is located, the pulling or pushing forces stemming from
the interactions with other particles in the same force-field,
and its own autonomous driving force. In our model, all
these forces are dealt with as the forces only along the ver-
tical. Thus a particle will be driven by the resultant force of
all the forces to move upwards or downwards. The larger
the upward resultant force on a particle, the faster the
upward movement of the particle. When the upward resul-
tant force on a particle is equal to zero, the particle will
stop moving, being at an equilibrium status.

The upward gravitational force of a force-field on a par-
ticle contributes an upward component of the motion of
the particle, which represents the tendency that the particle
pursues the common benefit of the whole. The upward or
downward component of the motion of a particle, that is
related to the interactions with other particles, depends
upon the strengths and categories of the interactions. A
particle’s own autonomous driving force is proportional
to the degree the particle tries to move upwards in the
force-field where it is located, i.e. the entity (network link
or path) tries to acquire its own maximum profit. The dif-
ference between the particle of the proposed generalized
particle model and the particle of a classical physical model
is that the generalized particle has its own driving force
which depends upon the autonomy of the particle. All
the generalized particles both in the same force-field and
in different force-fields simultaneously evolve under their
exerted forces, and, as long as they gradually reach their
equilibrium positions from their initial positions, we can

Fig. 1. The parallel computing architecture of the GPM.
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obtain a feasible solution to the optimization of bandwidth
allocation.

As for the interactions among the link particles during
the optimization of network bandwidth allocation, if two
links belong to different paths, then they will compete with
each other so that each of them might obtain its own max-
imal benefit via its own bandwidth allocation, and hence
the two corresponding link particles in the force-field FR

mutually exert the forces that try to drive the other side
downwards. If two links belong to the same path, then in
order to obtain some benefit from the bandwidths that
are assigned to the path by the two links, they have to
cooperate so that their assigned bandwidths to the path
are as equal as possible, and accordingly the two corre-
sponding link particles in the force-field FR yield the forces
that attempt to push the other side upwards. Similarly, for
the interactions among the path particles, if two network
paths that share some common links belong to different
channels, then they compete with each other for bandwidth
of the shared links. Hence, the two corresponding path par-
ticles in the force-field FD exert each other the forces that
try to pull the other side downwards. If two network paths
belong to the same channel, then in order to satisfy the
requirement for the total bandwidth of the channel, they
have to cooperate.

Meanwhile, the market mechanism may play an impor-
tant role for the optimization of network bandwidth alloca-
tion. The bandwidth allocation policy of a network link
and the payment policy of a network path will dynamically
change according to the situation of the demands and sup-
plies of bandwidths, which will influence the kinematics
and dynamics of the link particles and path particles in
their force-fields. In general, a network path always wishes
to pay as little as possible under the condition that its
bandwidth requirement could be satisfied, which is embod-
ied in our model by that the corresponding path particle is
usually driven upwards by the gravitational force of the
force-field FD. Similarly, to maximize its benefit a link usu-
ally tries to assign its own bandwidth to such a path that
may pay the maximal price for unit bandwidth, which is
embodied by the upward movement tendency of the corre-
sponding link particle that is driven by the upward gravita-

tional force of the force-field FR. Moreover, in order to
optimize the bandwidth allocation in the cases of intermit-
tent congestion, normal metabolism and random break-
down occur in networks, we can make use of the
congestion factor, metabolism factor, breakdown factor
and priority factor in the kinematical and dynamical equa-
tions of the generalized particle model.

6. Evolution of GP

The mathematical model based on GP for dynamic
bandwidth allocation that involves m links, n paths and p

channels is defined as follows.

Definition 1. Let uðjÞk ðtÞ be the distance from the current
position of the path particle T ðjÞk to the upper boundary of
the demand force-field FD at time t, and let JD(t) be the
whole utility of all the path particles in FD. We define uðjÞk ðtÞ
and JD(t), respectively, by

uðjÞk ðtÞ ¼ 11 exp �
Xm

i¼1

aðjÞk ðtÞ=pðjÞik ðtÞ
" #

; ð1Þ

J DðtÞ ¼ a1

Xp

j¼1

Xnj

k¼1

uðjÞk ðtÞ: ð2Þ

Let ui(t) be the distance from the current position of the
link particle Ai to the upper boundary of the resource
force-field FR at time t, and let JR(t) be the whole utility
of all the link particles in FR. We define ui(t) and JR(t),
respectively, by

uiðtÞ ¼ 12 exp �
Xp

j¼1

Xnj

k¼1

pðjÞik ðtÞ=aðjÞik ðtÞ
" #

; ð3Þ

J RðtÞ ¼ a2

Xm

i¼1

uiðtÞ; ð4Þ

where 11, 12 > 1, and 0 < a1, a2 < 1.

Definition 2. At time t, the potential energy functions,
PD(t) and PR(t), that are caused by the upward gravitation-
al forces of the force-fields, FD and FR, respectively, are
defined by

Fig. 2. Generalized particle model to optimize the network bandwidth allocation. (a) Demand force-field FD for path particles. (b) Resource force-field FR

for link particles.
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P DðtÞ ¼ �2 ln
Xp

j¼1

Xnj

k¼1

exp uðjÞk ðtÞ
� �2

=

�
2�2

#
� �2 ln n; ð5Þ

P RðtÞ ¼ �2 ln
Xm

i¼1

exp u2
i ðtÞ=

�
2�2

#
� �2 ln m; ð6Þ

where 0 < � < 1, n ¼
Pp

j¼1nj, nj is the number of the paths
that belong to the jth channel T(j).

Definition 3. At time t, the potential energy functions,
QD(t) and QR(t), that are caused by the interactive forces
among the particles in FD and FR, respectively, are defined
by

QDðtÞ ¼ b1

Xp

j¼1

Xnj

k¼1

aðjÞk ðtÞ � dðjÞðtÞ
�����

�����
2

þ

q
Xp

j¼1

Xnj

k¼1

Xm

i¼1

aðjÞik ðtÞp
ðjÞ
ik ðtÞ � qðjÞðtÞ

�����
�����
2

þ EDðtÞ; ð7Þ

QRðtÞ ¼ b2

Xm

i¼1

Xp

j¼1

Xnj

k¼1

aðjÞik ðtÞ � riðtÞ
�����

�����
2

þ ERðtÞ; ð8Þ

where 0 < b1, b2, q < 1; the first and second terms of
QD(t), and the first term of QR(t) are all related to the
constraints for bandwidth allocation; ED(t) and ER(t)
are the potential energy functions that involve other
kinds of the interactive forces among the particles in
FD and FR, respectively.

ER(t) of Eq. (8) can be defined by ER(t) =
P

i,j E(ui,uj),
where E(ui,uj) represents the potential energy function that
is produced by the interactive force of the link particle Ai

with respect to Aj. For two particles that compete with each
other, the interactive potential energy functions are all po-
sitive. While for two particles that cooperate with each
other, the interactive potential energy functions are all neg-
ative. In general, it may be that E(ui,uj) „ E(uj,ui), which
implies that both the magnitudes and signs of the interac-
tive forces between two link particles may be different. In
addition to the competitive and cooperative interactions,
by using the interactive potential energy we thus may de-
scribe various social coordinations among the particles,
including bilateral or unilateral, and awareness or
unawareness. For examples, if the link particle Ai takes
an enticement or deception action on Aj, then E(uj,ui) = 0
and E(ui,uj) > 0 because the interactions between them
are unilateral social coordination. Moreover, if Ai takes
an avoidance or concession action with respect to Ai, then,
also due to their unilateral social coordination, we may
have E(uj,ui) > 0 and E(ui,uj) = 0. If there is no interaction
between them, then E(ui,uj) = E(uj,ui) = 0. In some cases,
we may also define Eðui; ujÞ ¼ �1

2
lijðui þ uqÞ2, which means

the interactive force of Ai with respect to Aj is a linear func-
tion of the distances ui and uj. If the interactive force of Ai

with respect to Aj is a time-varying non-linear function of

the distances ui and uj, then we may define
Eðui; ujÞ ¼ �

R uiþuj

0
ð1� expð�lijxÞÞdx, where lij < 0 and

lij „ lji represents the different interactive strengths of Ai

with respect to Aj and of Aj with respect to Ai. Similarly,
we can defineED(t) of Eq. (7) for the path particles in FD.

Definition 4. Dynamic equations for path particle T ðjÞk and
link particle Ai are defined, respectively, as follows.

duðjÞk ðtÞ=dt ¼ U1ðtÞ þ U2ðtÞ;
U1ðtÞ ¼ �uðjÞk ðtÞ þ c1vðjÞk ðtÞ;

U2ðtÞ ¼ � g1 þ g2
oJDðtÞ
ouðjÞk ðtÞ

þ g3
oP DðtÞ
ouðjÞk ðtÞ

þ g4
oQDðtÞ
ouðjÞk ðtÞ

� �Pm
i¼1

ouðjÞk ðtÞ
opðjÞik ðtÞ

� �2

;

8>>>><
>>>>:

ð9Þ
duiðtÞ=dt ¼ W1ðtÞ þW2ðtÞ;
W1ðtÞ ¼ �uiðtÞ þ c2viðtÞ;

W2ðtÞ ¼ � k1 þ k2
oJRðtÞ
ouiðtÞ þ k3

oP RðtÞ
ouiðtÞ þ k4

oQRðtÞ
ouiðtÞ

h iPp
j¼1

Pnj

k¼1

ouiðtÞ
oaðjÞ

ik
ðtÞ

� �2

;

8>>><
>>>:

ð10Þ

vðjÞk ðtÞ ¼
0 if uðjÞk ðtÞ < 0;

uðjÞk ðtÞ if 0 6 uðjÞk ðtÞ 6 1;

1 if uðjÞk ðtÞ > 1;

8>><
>>: ð11Þ

viðtÞ ¼
0 if uiðtÞ < 0;

uiðtÞ if 0 6 uiðtÞ 6 1;

1 if uiðtÞ > 1;

8><
>: ð12Þ

where vðjÞk ðtÞ is a piecewise linear function of uðjÞk ðtÞ; vi(t) is a
piecewise linear function of ui(t); c1, c2 > 1; 0 6 g1, g2, g3,
g4, k1, k2, k3, k4 < 1.

In order to dynamically optimize network bandwidth allo-
cation, link particles in FR and path particles in FD will
alternately change their own policy regarding bandwidth
assignment and bandwidth prices, respectively. On one
hand, path particle T ðjÞk modifies its price, pðjÞik , for unit
bandwidth that is given by link Ai as follows:

dpðjÞik ðtÞ=dt ¼ �g1

ouðjÞk ðtÞ
opðjÞik ðtÞ

� g2

oJ DðtÞ
opðjÞik ðtÞ

� g3

oP DðtÞ
opðjÞik ðtÞ

� g4

oQDðtÞ
opðjÞik ðtÞ

: ð13Þ

On the other hand, link particle Ai updates the bandwidth
aðjÞik that is allotted to path T ðjÞk as follows:

daðjÞik ðtÞ=dt ¼ �k1

ouiðtÞ
oaðjÞik ðtÞ

� k2

oJ RðtÞ
oaðjÞik ðtÞ

� k3

oP RðtÞ
oaðjÞik ðtÞ

� k4

oQRðtÞ
oaðjÞik ðtÞ

: ð14Þ

According to Eqs. (1), (5), (7), we have
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ouðjÞk ðtÞ
opðjÞik ðtÞ

¼aðjÞk ðtÞu
ðjÞ
k ðtÞ pðjÞik ðtÞ

h i2
�

;

oJ DðtÞ
opðjÞik ðtÞ

¼ oJ DðtÞ
ouðjÞk ðtÞ

ouðjÞk ðtÞ
opðjÞik ðtÞ

¼ a1aðjÞk ðtÞu
ðjÞ
k ðtÞ pðjÞik ðtÞ

h i2
�

;

oP DðtÞ
opðjÞik ðtÞ

¼ oP DðtÞ
ouðjÞk ðtÞ

ouðjÞk ðtÞ
opðjÞik ðtÞ

¼ xðjÞk ðtÞa
ðjÞ
k ðtÞ uðjÞk ðtÞ pðjÞik ðtÞ

.h i2

;

oQDðtÞ
opðjÞik ðtÞ

¼q
o
Pnj

k¼1

Pm
i¼1

aðjÞik ðtÞp
ðjÞ
ik ðtÞ � qðjÞðtÞ

����
����
2

opðjÞik ðtÞ
þ oEDðtÞ

ouðjÞk ðtÞ
ouðjÞk ðtÞ
opðjÞik ðtÞ

;

¼2qaðjÞik ðtÞ
Xnj

k¼1

Xm

i¼1

aðjÞik ðtÞp
ðjÞ
ik ðtÞ � qðjÞðtÞ

" #

þ aðjÞk ðtÞu
ðjÞ
k ðtÞ

oEDðtÞ
ouðjÞk ðtÞ

pðjÞk ðtÞ
h i2

�
;

where

xðjÞk ðtÞ ¼ exp
uðjÞk ðtÞ
� �2

2�2

2
64

3
75 Xp

j¼1

Xnj

k¼1

exp
uðjÞk ðtÞ
� �2

2�2

2
64

3
75

,
:

When the values of aðjÞk ðtÞ, uðjÞk ðtÞ and pðjÞik ðtÞ are known at
time t, substituting them into (13) gives dpðjÞik ðtÞ=dt. Similar-
ly, When the values of aðjÞik ðtÞ, ui(t) and pðjÞik ðtÞ are given at
time t, then daðjÞik ðtÞ=dt can be obtained by substituting
the following equations into Eq. (14).

ouiðtÞ
oaðjÞik ðtÞ

¼pðjÞik ðtÞuiðtÞ aðjÞik ðtÞ
h i2

�
;

oJ RðtÞ
oaðjÞik ðtÞ

¼a2pðjÞik ðtÞuiðtÞ aðjÞik ðtÞ
h i2

�
;

oP RðtÞ
oaðjÞik ðtÞ

¼xiðtÞpðjÞik ðtÞ uiðtÞ aðjÞik ðtÞ
.h i2

;

where

xiðtÞ ¼ exp
ðuiðtÞÞ2

2�2

" # Xm

i¼1

exp
uiðtÞ2

2�2

" #
;

,

oQRðtÞ
oaðjÞik ðtÞ

¼2b2

Xp

j¼1

Xnj

k¼1

aðjÞik ðtÞ � riðtÞ
" #

þ pðjÞik ðtÞuiðtÞ
oERðtÞ
ouiðtÞ

aðjÞik ðtÞ
h i2

�
:

7. Properties of GP

In this section, we discuss the suitability, correctness,
convergency, and stability of the generalized particle model
and algorithm. Theorem 1 through Theorem 6 elucidate
the correctness of the GP algorithm. It turns out that every
path particle and link particle will correctly adapt the pric-
ing policy and allocation policy, respectively, so that the
bandwidth allocation could be optimized. Furthermore,

they will correctly change their intention strength with
respect to maximizing their own personal utility or the
whole system utility, and correctly adjust their interactions
with other particles, so that the bandwidth allocation could
be realized under a very complicated environment by using
the GP algorithm. Theorem 7 through Theorem 9 indicate
that all the particles converge to their stable equilibrium
states through the GP algorithm.

Theorem 1. Updating the price pðjÞik per unit bandwidth by

Eq. (13) amounts to giving rise to the speed increment
U2(t) of Eq. (9) for the path particle T ðjÞk . Updating the

allotted bandwidth aðjÞik by Eq. (14) amounts to giving rise

to the speed increment W2(t) of Eq. (10) for the link

particle Ai.

Theorem 2. The first and second terms of Eq. (13) will

enable the path particle T ðjÞk to increase its personal utility

in direct proportion to the value of (g1 + a1 g2). The first
and second terms of Eq. (14) will cause the link particle Ai

to increase its personal utility in direct proportion to the val-

ue of (k1 + a2 k2).

Lemma 1. For the generalized particle model and algorithm

GP, if � is very small, then decreasing the potential energy

PR(t) of Eq. (6) for the resource force-field FR(t) amounts

to increasing the utility of such a link whose utility is minimal
among all the links. If � is very small, then decreasing the

potential energy PD(t) of Eq. (6) for the demand force-field

FD(t) amounts to increasing the utility of such a path whose

utility is minimal among all the paths.

Theorem 3. For the generalized particle model and algorithm

GP, updating the price pðjÞik for unit bandwidth according to

Eq. (13) amounts to increasing the minimal utility among
all the path particles in direct proportion to the value of

g3½x
ðjÞ
k ðtÞ�

2
. Updating the allotted bandwidth aðjÞik according

to Eq. (14) amounts to increasing the minimal utility among

all the link particles in direct proportion to the value of

k3x2
i ðtÞ.

Theorem 4. For the generalized particle model and algorithm

GP, when a path particle T ðjÞk changes its price pðjÞik for unit
bandwidth by Eq. (13), the whole utility of all the path par-

ticles in the demand force-field FD will monotonically

decrease in direct proportion to the value of g2. When a link

particle Ai modifies its allotted bandwidth aðjÞik by Eq. (14), the

whole utility of all the link particles in the resource force-field

FR will monotonically decrease in direct proportion to the

value of k2.

Theorem 5. For the generalized particle model and algo-

rithm GP, when a path particle T ðjÞk changes its price pðjÞik

for unit bandwidth by Eq. (13), the potential energy

QD(t) that is generated by the interactions among the path

particles in FD will monotonically decrease in direct pro-

portion to the value of g4. When a link particle Ai modifies

X. Feng et al. / Computer Communications 29 (2006) 3933–3945 3939



Aut
ho

r's
   

pe
rs

on
al

   
co

py

its allotted bandwidth aðjÞik by Eq. (14), then the potential

energy that is caused by the interactions among the link

particles in FR will monotonically decrease in direct pro-

portion to the value of k4.

Theorem 6. The generalized particle model and algorithm

GP can dynamically optimize in parallel the network band-
width allocation in such a way that the path particle T ðjÞk

and link particle Ai can dynamically adjust their pricing

policy and allocation policy for network bandwidth, their

intentional strength for pursuing their own personal utility,

and their interactive strength with other path and link

particles.

Lemma 2. If 1 � c1 < U2(t) < 0 and 1 � c2 < W2(t) < 0, then
the dynamic states of a path particle T ðjÞk and link particle Ai

will eventually converge to the stable equilibrium states,

vðjÞk ðtÞ 2 f0; 1g and vi(t) 2 {0, 1}, respectively.

Lemma 3. If c1 > 1, U2(t) > 0 and c2 > 1, W2(t) > 0, then the

dynamic states of a path particle T ðjÞk and link particle Ai will

eventually converge to the stable equilibrium states,

vðjÞk ðtÞ ¼ þ1 and vi(t) = +1, respectively.

Lemma 4. If U2(t) < 1 � c1 <0 and W2(t) < 1 � c2 < 0, then

the dynamic states of a path particle T ðjÞk and link particle Ai

will eventually converge to the stable equilibrium states,

vðjÞk ðtÞ ¼ 0 and vi(t) = 0, respectively.

Theorem 7. In the generalized particle model, the dynamic

Equations (9) and (10) have the stable equilibrium points iff
the right side of Eq. (9) is larger than 0 for ui(t) = 1 and

vi(t) = 1; and the right side of Eq. (10) is larger than 0 for

ui(t) = 1 and vi(t) = 1, respectively.

Theorem 8. In the generalized particle model, the dynamical

Equations (9) and (10) have the stable equilibrium points iff

there is, respectively:

c1 > 1þ g1 þ g2a1 þ g3x
ðjÞ
k ðtÞ þ g4

oEDðtÞ
ouðjÞk ðtÞ

" #

�
Xm

i¼1

aðjÞk ðtÞ
h i2

pðjÞik ðtÞ
h i4

;

�
ð15Þ

c2 > 1þ k1 þ k2a1 þ k3xiðtÞ þ k4

oERðtÞ
ouiðtÞ

� �Xp

j¼1

�
Xnj

k¼1

pðjÞik ðtÞ
h i2

aðjÞik ðtÞ
h i4

:

�
ð16Þ

Theorem 9. If the conditions, Eqs. (15), (16), remain valid,

then the generalized particle model will converge to a stable

equilibrium state.

8. Simulations

We show the application of our GP model and algo-
rithm to the optimal bandwidth assignment for networks.
In broadband networks, such as those based on ATM,
SDH and SONET, many local network or clients/severs
need to be connected via many virtual paths. A virtual path
is a semi-persistent connection with certain designated
maximal bandwidth and through a cascade of links. Sever-
al virtual paths may need the same link and share the band-
width of the link.

Each link has its possible maximal bandwidth. Further-
more, between two nodes that are connected, there could
be multiple virtual paths with different bandwidth
demands.

Given a set V = {(vi,vj)} of network node pairs (vi,vj)
between which communication with bandwidth bij is
requested, each node pair (vi,vj) has the corresponding set
T ij ¼ fT 1

ij; . . . ; T kij
ij g of possible virtual paths, and each

T k
ij, k 2 {1, . . .,kij}, has a set Ak

ij of links where T k
ij passes

through. We regard a link with an allowable bandwidth
as a network entity; and a virtual path as a network
request. For the network bandwidth assignment shown in
Fig. 3 the reciprocal dual force-fields model and the algo-
rithm GP are made use of, and the dynamic processes of
the simulation are given in Fig. 4, where the set of consid-
ered node pairs is V = {(v1,v4), (v1,v5), (v1,v6), (v3,v4),
(v3,v6)} with the corresponding requested bandwidths:
{25, 10, 12, 15, 8}; the virtual path sets are

T 14¼fT 1
14;T

2
14;T

3
14;T

4
14;T

5
14g

¼fðA1;A5Þ;ðA3;A8Þ;ðA2;A6;A9;A8Þ;ðA2;A7Þ;ðA1;A4;A9;A8Þg
T 15¼fT 1

15;T
2
15g¼fðA1;A4Þ;ðA2;A6Þg

T 16¼fT 1
16;T

2
16;T

3
16g

¼fðA3Þ;ðA2;A6;A9Þ;ðA1;A4;A9Þg
T 34¼fT 1

34;T
2
34g¼fðA7Þ;ðA6;A9;A8Þg

T 36¼fT 1
36g¼fðA6;A9Þg

and the set of links is{A1,A2,A3,A4,A5,A6,A7,A8,A9}with
the allowable maximum bandwidths:{10, 15, 30, 16, 20,
18, 20, 27, 25}.

Fig. 3. The network topology for bandwidth assignment.
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We obtain the solution of bandwidth assignment as fol-
lows:B14 = {0.9, 13.3, 1.1, 7.2, 2.5} for T14, B15 = {5.7, 4.3}
for T15, B16 = {11.2, 0, 0.8} for T16, B34 = {10.4, 4.6} for
T34, B36 = {8.0} for T36.

Next, the network resource assignment for 50 network
entities with different resource volumes and 20 network
requests with different resource demands is carried out by
using the algorithm GP, whose dynamic processes are shown

Fig. 4. The dynamic process of network bandwidth assignment by using reciprocal dual force-fields (d stable equilibrium positions with pricing policy
adjusted by links, . stable equilibrium positions with the fixed pricing policy of links. The vertical real-line: the dynamic range during the transient).

Fig. 5. The dynamic process of resource assignment among 50 network entities and 20 network requests (d stable equilibrium positions, with paying
policy adjusted by network requests, . stable equilibrium positions with unchangeable paying policy. The vertical real-line: the dynamic range during the
transient). (a) The case for balance of supplies and demands. (b) The case for supplies much smaller than demands. (c) The case for suppliers much larger
than demands.

X. Feng et al. / Computer Communications 29 (2006) 3933–3945 3941
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in Fig. 5 for three cases: (a) the total resource volumes of all
the network entities roughly equal to the volumes required
by all the network requests, (b) supplies smaller than
demands, and (c) for supplies larger than demands.

9. Conclusion

In this paper, a new generalized particle model and
its algorithm for the bandwidth allocation optimization
have been proposed, which have powerful processing
ability under complex environments that involve the
various interactions among network entities, the market
mechanism between the demands and service, and other
phenomena common in networks, such as congestion,
metabolism, and breakdown of network entities. In
addition, the generalized particle model algorithm has
a practical application prospect because of its low time
complexity.

In Ref. [12], we take the model in this paper and develop
it into a ‘‘general’’ particle model. In that work, we (1)
introduce some biases factors to improve the transmission
reliability, (2) improve the average satisfaction degree of
the users (i.e., paths) and the average utilization of resourc-
es (i.e., links) by redefining the interaction potential energy
functions, (3) define new hybrid energy functions for the
channels and links, and (4) realize that the smaller the util-
ities of the network entities, the faster the network entities
can be optimized. We have applied this extended model to
solving the bandwidth allocation problem, and obtained
satisfactory results.

Appendix A

Proof of Theorem 1. When allotted bandwidth aðjÞik is
updated according to Eq. (14), the first and the second
terms of Eq. (14) will cause the following speed increments
of a link particle, respectively:

½duiðtÞ=dt�1 ¼
Xp

j¼1

Xnj

k¼1

ouiðtÞ
oaðjÞik ðtÞ

daðjÞik ðtÞ
dt

¼ �k1

Xp

j¼1

Xnj

k¼1

ouiðtÞ
oaðjÞik ðtÞ

" #2

; ð17Þ

½duiðtÞ=dt�2 ¼
Xp

j¼1

Xnj

k¼1

ouiðtÞ
oaðjÞik ðtÞ

daðjÞik ðtÞ
dt

;

¼ �k2

Xp

j¼1

Xnj

k¼1

ouiðtÞ
oaðjÞik ðtÞ

oJ RðtÞ
oaðjÞik ðtÞ

;

¼ �k2

Xp

j¼1

Xnj

k¼1

ouiðtÞ
oaðjÞik ðtÞ

oJ RðtÞ
ouiðtÞ

ouiðtÞ
oaðjÞik ðtÞ

;

¼ �k2

Xp

j¼1

Xnj

k¼1

oJ RðtÞ
ouiðtÞ

ouiðtÞ
oaðjÞik ðtÞ

" #2

: ð18Þ

Similarly, the third and fourth terms of Eq. (14) will cause
the following speed increments of a link particle, respec-
tively, which are related to PR(t) and QR(t).

½duiðtÞ=dt�3 ¼� k3

Xp

j¼1

Xnj

k¼1

oP RðtÞ
ouiðtÞ

ouiðtÞ
oaðjÞik ðtÞ

" #2

;

½duiðtÞ=dt�4 ¼� k4

Xp

j¼1

Xnj

k¼1

oQRðtÞ
ouiðtÞ

ouiðtÞ
oaðjÞik ðtÞ

" #2

:

Therefore, if the allotted bandwidth aðjÞik is updated accord-
ing to Eq. (14), then the speed increment of the link particle
Ai will become W2(t) of Eq. (10), namely

X4

k¼1

½duiðtÞ=dt�k ¼ � k1þk2

oJ RðtÞ
ouiðtÞ

þk3

oP RðtÞ
ouiðtÞ

þk4

oQRðtÞ
ouiðtÞ

� �

�
Xp

j¼1

Xnj

k¼1

ouiðtÞ
oaðjÞik ðtÞ

" #2

;¼W2ðtÞ:

Similarly, it follows that, if the unit bandwidth price pðjÞik is
updated by Eq. (13), the speed increment of the path par-
ticle T ðjÞk will be equal to U2(t) of Eq. (9). h

Proof of Theorem 2. According to Eqs. (17), (), the sum of
the first and second terms of Eq. (14) will be

½duiðtÞ=dt�1þ2 ¼ ½duiðtÞ=dt�1 þ ½duiðtÞ=dt�2;

¼ �k1

Xp

j¼1

Xnj

k¼1

ouiðtÞ
oaðjÞik ðtÞ

" #2

� k2

Xp

j¼1

Xnj

k¼1

oJ RðtÞ
ouiðtÞ

ouiðtÞ
oaðjÞik ðtÞ

" #2

;

¼ �ðk1 þ a2k2Þ
Xp

j¼1

Xnj

k¼1

pðjÞik ðtÞuiðtÞ
h i2

aðjÞik ðtÞ
h i4

6 0

�
:

Similarly, the sum of the first and second terms of Eq. (13)
will be

duðjÞk ðtÞ=dt
h i

1þ2
¼�g1

Xm

i¼1

ouðjÞk ðtÞ
opðjÞik ðtÞ

" #2

�g2

Xm

i¼1

oJ DðtÞ
ouðjÞk ðtÞ

ouðjÞk ðtÞ
opðjÞik ðtÞ

" #2

;

¼�ðg1þa1g2Þ
Xm

i¼1

aðjÞik ðtÞuiðtÞ
h i2

pðjÞik ðtÞ
h i4

6 0:

�
�

Proof of Lemma 1. For FR, supposing that HðtÞ ¼
maxi½uiðtÞ�2, we have

½expðHðtÞ=2�2Þ�2�
2

6

Xm

i¼1

expðuiðtÞ 2�2Þ
#2�2

;

,2
4
6½m expðHðtÞ 2�2Þ

	
�2�

2

:

Simultaneously taking the logarithm of both sides of the
above inequalities will lead to
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HðtÞ 6 2�2 ln
Xm

i¼1

expðHðtÞ=2�2Þ;6 HðtÞ þ 2�2 ln m:

Since m is constant and � is very small, we have

HðtÞ � 2�2 ln
Xm

i¼1

expðHðtÞ=2�2Þ � 2�2 ln m;¼ 2P RðtÞ:

It turns out that the potential energy PR(t) at the time t

represents the maximum of ui(t) among all the link par-
ticles Ai, i 2 {1, . . .,m}; namely, the minimum of the per-
sonal utilities among Ai at time t. Hence the decrease of
the potential energy PR(t) will result in the increase of
the utility of such a link whose utility is the minimal
among all links. Similarly, it follows that the decrease
of the potential energy PD(t) will result in the increase
of the utility of such a path whose utility is the minimal
among all the paths. h

Proof of Theorem 3. When a link particle Ai changes the
allotted bandwidth aðjÞik according to Eq. (14), the differen-
tiation of the potential energy function PR(t) with respect
to time is denoted by ddP RðtÞ

dt e. By Theorem 1, the speed
increment of link particle Ai, that is related to potential
energy PR(t), is given by

½duiðtÞ=dt�3 ¼ �k3

Xp

j¼1

Xnj

k¼1

oP RðtÞ
ouiðtÞ

ouiðtÞ
oaðjÞik ðtÞ

" #2

:

We thus have

ddP RðtÞ
dt
e¼ oP RðtÞ

ouiðtÞ
duiðtÞ

dt

� �
3

¼�k3

Xp

j¼1

Xnj

k¼1

oP RðtÞ
ouiðtÞ

� �2
ouiðtÞ
oaðjÞik ðtÞ

" #2

;

¼�k3x
2
i ðtÞu4

i ðtÞ
Xp

j¼1

Xnj

k¼1

pðjÞik ðtÞ
h i2

aðjÞik ðtÞ
h i4

�
6 0:

It turns out that, when the allotted bandwidth aðjÞik is updat-
ed by using Eq. (14), PR(t) will monotonically decrease.
Then by Lemma 1, the decrease of PR(t) will result in the
increase of the minimal utility among all the link particles
in direct proportion to the value of k3 x2

i ðtÞ.
Similarly, it follows that, when price pðjÞik for unit band-

width is updated by Eq. (13), the minimal utility of all
the path particles will monotonically increase in direct pro-
portion to the value of g3½x

ðjÞ
k ðtÞ�

2. h

Proof of Theorem 4. Similar to the proof of Theorem 1, it
follows that, when a link particle Ai modifies its allotted
bandwidth aðjÞik by Eq. (14), then differentiation of JR(t)
with respect to time t will be negative, i.e. ddJRðtÞ

dt e 6 0, and
it is directly proportional to the value of k2. Similarly, we
can see that ddJDðtÞ

dt e 6 0 and it is directly proportional to
the value of g2. h

Proof of Theorem 5. Similar to Theorem 1, we can get
ddQDðtÞ

dt e 6 0, ddQRðtÞ
dt e 6 0, which are directly proportional

to g4 and k4, respectively. h

Proof of Theorem 6. By Theorems 1 – 5, it is straightfor-
ward. In summary, (g1 + a1 g2) and (k1 + a2 k2) represent
the intentional strength for a path particle T ðjÞk and link par-
ticle Ai to pursue their own personal utility, respectively; g2

and k2 represent the intentional strength for them to take
into account the whole utility of all the path particles and
link particles, respectively; g3½x

ðjÞ
k ðtÞ�

2 and k3x2
i ðtÞ represent

the intentional strength for them to increase the minimal
personal utility among all the path particles and link parti-
cles, respectively. g4 and k4 represent the interactive
strength for them to interact with other path particles
and link particles, respectively. h

Proof of Lemma 2. For c2(t) > 1, the W1(t) of a link particle
Ai is a piecewise linear function of the stimulus ui(t), as
shown by three segments: Segments I, II, and III in
Fig. 6. By Eq. (10), dui(t)/dt = 0 holds true iff
�W2(t) = W1(t), which means that an intersection point
between �W2(t) and W1(t) as the functions of ui(t) in
Fig. 6 is an equilibrium point. We see that, for the case
of 1 � c2 < W2(t) < 0, there are three intersection points
between �W2(t) and W1(t), among which only the intersec-
tion points on the Segment I and Segment III, e.g. p3 and
p4, are stable, that correspond to vi(t) = 0, ui(t) < 0 and
vi(t) = 1, ui(t) > 1, respectively. The proof for a path parti-
cle T ðjÞk is similar. h

Proof of Lemma 3. If c2(t) > 1 and W2(t) > 0, then the
intersection points between �W2(t) and W1(t) of a link par-
ticle Ai are all located on Segment III, e.g. p6. Therefore Ai

has the stable equilibrium points with vi(t) = 1, ui(t) > 1.
The proof for a path particle T ðjÞk is similar. h

Proof of Lemma 4. If W2(t) < 1 � c2 < 0, then �W2(t) and
W1(t) of a link particle Ai only has the intersection points
on Segment I, e.g. p1. Therefore Ai has the stable equilibri-
um points with vi(t) = 0, ui(t) < 0. The proof for a path par-
ticle T ðjÞk is similar. h

Fig. 6. When c2 > 1, the reachable equilibrium points of the dynamic
status vi(t) of a link particle Ai. The point where W2(t) equals W1(t) is an
equilibrium point. d, n, and } denote a stable equilibrium point, saddle
point and unstable equilibrium point, respectively.
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Proof of Theorem 7. By Eqs. (1), (3), we have uðjÞk ðtÞP 0
and ui(t) P 0. Thereby, we only consider the equilibrium
points with uðjÞk ðtÞP 0 and ui(t) P 0. The right side of
Eq. (10) is denoted by RHS. h

Sufficiency. Assume that, for Eq. (10), RHS > 0 holds
for ui(t) = 1, vi(t) = 1. It follows that �W2(t) „ W1(t) for
ui(t) = 1, vi(t) = 1, namely, it is impossible that the equi-
librium point is the intersection point s3 between Seg-
ment II and Segment III. Note that the saddle point
s3 is not stable equilibrium point. Thus
RHS ¼ duijðtÞ

dt > 0 leads to the stable equilibrium points
of Ai on Segment III.

Necessity. Suppose that Eq. (10) has a stable equilibri-
um point. We need to prove that RHS > 0 holds for
uðjÞk ðtÞ ¼ 1 and vðjÞk ðtÞ ¼ 1. By contrary, if there is RHS 6 0,
then the equilibrium point must be either at the point s3 for
the case of RHS = 0, or on Segment II for the case of
RHS < 0. Since the point s3 and the points on Segment II
are all not stable, a contradiction happens. Similarly, we
can prove for Eq. (9). h

Proof of Theorem 8. By Eqs. (1), (5), (7), (9), we have

U2ðtÞ ¼ � g1 þ g2a1 þ g3x
ðjÞ
k ðtÞu

ðjÞ
k ðtÞ þ g4

oEDðtÞ
ouðjÞk ðtÞ

" #
uðjÞk ðtÞ
h i2

�
Xm

i¼1

aðjÞk ðtÞ
h i2

pðjÞik ðtÞ
h i4

�
:

According to Theorem 9, the dynamic Equation (9) has a
stable equilibrium point iff

c1 � 1� g1 þ g2a1 þ g3x
ðjÞ
k ðtÞ þ g4

oEDðtÞ
ouðjÞk ðtÞ

" #

�
Xm

i¼1

aðjÞk ðtÞ
h i2

pðjÞik ðtÞ
h i4

> 0

�
:

Similarly, by Eqs. (3), (6), (8), (10), we have

W2ðtÞ ¼ � k1 þ k2a1 þ k3xiðtÞuiðtÞ þ k4

oERðtÞ
ouiðtÞ

� �
½uiðtÞ�2

�
Xp

j¼1

Xnj

k¼1

pðjÞik ðtÞ
h i2

aðjÞik ðtÞ
h i4

�
:

According to Theorem 9, the dynamic Equation (10) has a
stable equilibrium point iff

c2 � 1� k1 þ k2a1 þ k3xiðtÞ þ k4

oERðtÞ
ouiðtÞ

� �Xp

j¼1

�
Xnj

k¼1

pðjÞik ðtÞ
h i2

aðjÞik ðtÞ
h i4

> 0:

�
�

Proof of Theorem 9. For the force-field FR, we define a
Lyapunov function LR(t) by

LRðtÞ ¼ �
1

2

Xm

i

ðc2 � 1ÞviðtÞ2

þ
Xm

i

Z t

0

dviðsÞ
ds

k1 þ k2a1 þ k3xiðsÞuiðsÞ½

þk4
oERðsÞ
ouiðsÞ

�
½uiðsÞ�2

Xp

j¼1

Xnj

k¼1

pðjÞik ðsÞ
h i2

aðjÞik ðsÞ
h i4

�
ds;

We hence have

jLRðtÞj 6
Xm

i

ðc2 � 1ÞjviðtÞ2j þ
Xm

i

Z t

0

dviðsÞ
ds

����
����

� k1 þ k2a1 þ k3xiðsÞuiðsÞ þ k4

oERðsÞ
ouiðsÞ

� �����
����

� ½uiðsÞ�2
Xp

j¼1

Xnj

k¼1

pðjÞik ðsÞ
h i2

aðjÞik ðsÞ
h i4

�
ds:

Since the condition (16) is valid, vi(t) 6 1 by Eq. (12) in
Definition 4, and ui(t) 6 12 by Eq. (3) in Definition 1, it fol-
lows that

jLRðtÞj 6
Xm

i

ðc2 � 1Þ þ 12
1

Xm

i

c2 < mc2 12
1 þ 1


 �
:

which implies that LR(t) is bounded.
In addition, we have

dLRðtÞ
dt

¼ �
Xm

i

ðc2 � 1ÞviðtÞ
dviðtÞ

dt

þ
Xm

i

dviðtÞ
dt

k1 þ k2a1 þ k3xiðtÞuiðtÞ þ k4

oERðtÞ
ouiðtÞ

� �

� ðuiðtÞÞ2
Xp

j¼1

Xnj

k¼1

pðjÞik ðtÞ
� �2

aðjÞik ðtÞ
� �4

;

�

¼ �
Xm

i

dviðtÞ
duiðtÞ

duiðtÞ
dt

(
�uiðtÞ þ c2viðtÞ

� k1 þ k2a1 þ k3xiðtÞuiðtÞ þ k4
oERðtÞ
ouiðtÞ

� �

�ðuiðtÞÞ2
Xp

j¼1

Xnj

k¼1

pðjÞik ðtÞ
� �2

aðjÞik ðtÞ
� �4

� )

¼ �
Xm

i

dviðtÞ
duiðtÞ

duiðtÞ
dt

� 
2

:

Note that

dviðtÞ
duiðtÞ

¼
1 if 0 < uiðtÞ < 1;

0 otherwise:

�

Thereby, we have

dLRðtÞ
dt

6 0;
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that is, LR(t) will decrease monotonically as time elapses.
Similarly, we can define a Lyapunov function LD(t) for

the force-field FD, and then prove that it is bounded and
monotonically decrease with time. h
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